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Design Methods for Time-Domain Equalizers in
DMT Transceivers
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Abstract—Time-domain equalizers (TEQ) are used in the dis- TRANSMITTER
crete multitone (DMT) transceivers in order to reduce the dura- e e :
tion of the overall response of the transmission system, so that a seria; : :

shorter-length cyclic prefix could be used. The optimum TEQ isthe ~ input IFFT
one that results in maximum bit allocation to each block of DMT. P Encoder gp Ps

However, the optimum design of TEQs turns out to be a very dif- :
flcult taSk. |n thIS paper‘ We glve the general guidelines that One Bemecmaiicsisisciscsssisscsseistontansancancsnesrontronssrrrorsrronrsanrnnsanrnvrannens
should follow in the design of TEQ to achieve a good performance.
Based on the suggested guidelines, we first propose an eigenap Channet
proach design method which results in TEQs with comparable per- RECEIVER
formance to those of a previously reported method, butatamuch s
lower computational cost. Further study of the proposed guidelines i
. . . - Serial
reveals that the choice of target-impulse response in the design of gy | Remove
TEQ only weakly depends on the channel response. Noting this, ~ <+5—] P/ Decoder cp s®
we propose a second design method that is even simpler than our :
first method, but still results in comparable designs to those of our
first method and also those obtained from the much more complex S/P; Serial-to-Parallel CP: Cyclic Prefix
methods of the present literature. P/S: Parallel-to-Serial

Index Terms—Data communications, discrete multitone, equal- Fig. 1. Block diagram of a DMT transceiver.
izers, subscriber loops.

Fourier transform (FFT). A similar DFT-based structure is used
|. INTRODUCTION for efficient realization of the subcarrier demodulators in the

HE discrete multitone (DMT) has attracted considef€Ceiver part of the DMT modem. _
able attention as a practical and viable technology for In.DMT, channel dlstoryon is taken care of by cyclically ex-
high-speed data transmission over spectrally shaped ndig}ding the output of the inverse FFT (IFFT) modulator so that
channels [1]. Modems employing this technology are alrealfj iNPut sequence looks periodic to the channel. This is re-
available in the market. The DMT-based modems have, ffiTed to ayclic prefixmethod [1] (see Fig. 1). The length of
particular, been found very useful in transmitting high-spedfl€ cyclic prefix should be at least equal to the duration of the
data over digital subscriber lines (DSLs). DMT is a specighannel impulse respongeminus one. However, we note that
multicarrier data transmission technique that uses the proper{fé& @ddition of the cyclic prefix reduces the throughput of the
of the discrete Fourier transform (DFT) in an elegant way so ghannel as it carries redundant data. To minimize this reduction
to achieve a computationally efficient realization. Fig. 1 depic the throughput, a channel equalizer whose goal is to reduce
a block diagram of a DMT modem. In the transmitter, thihe overall duration of the s_ystem (cha_nnel plus e_quallzer).|m—
data sequence is partitioned into a number of parallel streafig!Se response to a predefined length is used. This accordingly
Each stream of data is modulated via a particular subcarrigfloWs us to use a shorter-length cyclic prefix. In the DMT lit-
The modulated subcarriers are summed to obtain the transRifture. this type of equalizer is called a time-domain equalizer
signal. The use of DFT in DMT allows an efficient realizatiorf T E o ]
of the subcarrier modulators in a parallel processing structyre! '€ Problem of TEQ design in the DMT transceivers may
which benefits from the computational efficiency of the fadte formulated as follows. Given a channel with the impulse re-
sponse samplésy, by, ..., hr_1 and corrupted with some ad-
ditive noise, we wish to find the coefficientsy, w1, . .., wn_1
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combined response of the channel and equalizer are as closeasser-serving-area (CSA) loops. Concluding comments are
possible to the TIR. The criterion used for the selection of thmade in Section X.
TIR and TEQ may vary.

The ultimate goal in the design of the TEQ is to achieve max- II. MMSE TEQ

"T‘“m bit rate over the channel, given an acceptable_ level 01EAs was noted earlier, in the MMSE TEQ the criterion used for
bit-error probability. However, development of a practical dethe design is the MMSE at the equalizer output. The solution to

sign method that can achieve this goal turns out to be very dtl jis problem is well understood [2]. Letdenote the lengtif.,

ficult. Most of the studies in TEQ de§|gn “"?“’e set the goal Qb vector of the samples of the TIR. To prevent the trivial
mean-square-error (MSE) minimization which means the TI lutione = 0, the unit-norm constraint is commonly applied

and TEQ are jointly optimized so that the difference betwe he TIR. That is. th o is limi ving th
the outputs of the TEQ and TIR is minimized in the MSE sensq:8 the - Thatis, the variation afis limited by applying the

: . . NS€onstraintc?c = 1, where the superscrigf denotes transpo-
This leads to an _analytlcally tractable problem with a uniqu8ion: The optimum TIR,cyse, that results in the MMSE
closed-form solut_lon. is then obtained according to the following optimization proce-
In the present literature, the only attempt that has been m%ﬂﬁe:
in the design of TEQ with the goal of bit-rate maximization is
the work of Al-Dhahir and Cioffi [3], [4], where the authors CMMSE = argmin{cTRAc} (1)
have proposed a rather complex optimization procedure. Con-
vergence of this procedure to the corresponding optimum gloisaibject to the constraint
solution is not guaranteed. However, numerical examples of ac- T
tual digital subscriber line (DSL) channels have shown that the CrmseCMMSE = 1. @)
results obtained are superior to those of the MMSE TEQ.
In this paper, we consider a novel approach to the design of
TEQ for DMT transceivers. Through numerical examples, we Ra =1, - HAR'Hx ()
first explore the problem of TEQ design and propose some gen-
eral guidelines that one should follow in order to arrive at WhereR is the N x N correlation matrix of the TEQ input,
good design for TEQ. We show that the solution suggested Ba = H x [07,xa Iy, Oy, ]" isanN x L, matrix
Al-Dhahir and Cioffi [3], [4] may be viewed as an attempt to bk h 0 0
. 10T L - o hi - hr_:
satisfy these guidelines in a systematic way. We then propose 0 hn h S 0 ...
a eigenapproach to the design of TEQ and through numerical gy — | =~ Pt
examples demonstrate that this results in TEQ designs that are e . : :
comparable to those of [3] and [4]; however, they are obtained 0o --- 0 ho hy -+ hp_

with a much lower computational cost. . . . .
. . isanN x (N + L — 1) matrix, 0,,,x», is them x n null matrix,
In our further study, we note that in the design of TEQ th . is the identity matrix of sizen, A is the equalizer delay, and

optimum choice of the TIR weakly depends on the channel r&* N—+L—A—L,—1. The solution to the above optimization

sponse. Noting this, we propose a second approach for the |sév§/ell understood [2], [6], [7]. The optimum solutiogyysg,

sign of near-optimum TEQs. This approach involves classifica- . L .
. . Is the eigenvector that corresponds to the minimum eigenvalue
tion of the class of channels into a few subclasses and use 0 ?he maLtrixR

A -

. . of
common TIR for all the channels in each subcla;s. This methOdOnce the optimum TIR is obtained, the TEQ coefficients can
which involves the use of some look-up tables is even simpler . . X
. o e calculated by solving the corresponding Wiener—Hopf equa-

than our first method, thus more useful for practical implemen- : : .

: i : . tion or using an adaptive algorithm [2], [6], [7].
tation of the DMT transceivers in real time. .

. : ) . Also, for our later reference, we note that for a given TdR,
This paper is organized as follows. In Section Il, we presept

the conventional method of TEQ design, known as MMS e MSE at the TIR output is given by

TEQ. In Section IlI, through numerical examples, we discuss ¢ =c’Raec. (5)
the shortcoming of MMSE TEQ in limiting the transmission

bit rate. This will shed some light on the problem of TEQ

design. In Section 1V, we benefit from this understanding of [ll. SHORTCOMING OFMMSE TEQ

TEQ and give some guidelines for the selection of TIR in the

TEQ design. The optimization method proposed by AI'[)h"’mMMSE TEQ through a numerical example. The example given
and Cioffi [3] is reviewed in Section V where it is shown thas a representative of many tests that we carried out over a
this method results in a design which matches the guidelingg,e number of CSA loops. Consider loop 4 of the eight CSA
set in Section IV. In Section VI, we present an eigenapproagdyns whose configurations are presented in Fig. 5 and will be
to the design of TEQ. Some numerical examples that COMp& for an extensive study/comparison of various TEQ design

the results of the eigenapproach with those of [4] and algQethods in Section VII. Figs. 2 and 3 present the magnitude
the MMSE TEQ are presented in Section VII. Our second

design approach is presented in Section VIII. In Section IX, I this paper, with the exception of the mat;, which is introduced in
Section V, we assume that all vectors and matrices are real-valued. When the

we pres_ent a_statlstlcal evaluation of this second approggived vectorsimatrices are complex-valued, all transpositions are replaced
by examining its performance over 5000 randomly generategHermitian.

(4)

In this section, we demonstrate the shortcoming of the
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Fig. 2. Amplitude response of a typical ADSL channel (loop 4). Zlg. 4. Number of bits allocated to each subcarrier after MMSE TEQ in loop

s spectral band may result in a significant loss of information by

lowering SNR in most of the subcarriers and, thus, an overall
reduction in the total bits that could be allocated to each block
of DMT. In particular, the subcarriers that may coincide with

ol
o

~
T

©
gas the nulls of the equalizer response will suffer a significant loss
2 in their SNRs and, thus, the number of bits allocated to them.
& To see this phenomenon clearly, Fig. 4 presents the bit alloca-
825' tion profile of the DMT transceiver for the above example. As
2 ol was just predicted, we note that all subcarriers that coincide with
g the nulls of TEQ or are near the nulls have lower number of bits
‘E‘“-"" allocated to them. However, the subcarriers which are located

near the middle of the side-lobes of the MMSE TEQ response
still can support relatively fair numbers of bits, even though the
peaks of these side-lobes are about an order of magnitude lower
e . — than the peak of the main-lobe of the response. This observa-
400 600 800 1000 1200 ) R . . .
Frequency (KHz) tion, which at first glance may seem to contradict our earlier
arguments, needs some explanation.
Fig. 3. Magnitude response of MMSE TEQ for loop 4. Over each subcarrier band, the TEQ attenuates both the noise
free part of the received (DMT) signal and the channel noise

responses of this loop and the corresponding MMSE TE%qually. As a result, if in the demodulation process one could

-
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respectively. From these plots, we note that the MMSE TEEYE & bank ofidez_;tl narrow-band filters to sepgrate different sub-
has a very narrow band.. It em'phasizes only on the portion Lr;elirzsért?gsrsgriveerl-?oexg\r/rgfri]r?zVéﬁ?gi;gﬁ&?g::?é?ﬁ
?ﬁ:ggggﬁgtgnt:fa;eggI\i/rigr??qugtzgtfgﬁlgvszé highest po filter bank to separate the subcarri(_ers. Onthe o_ther hand, we re-

« Subject to the TIR duration and unit-length constraint, t call that the DFT filters have relatively Ie_trge side-lobes. As a
MMSE TEQ does its best to pick up as much as possik;ler} ult, there will .be some leakage of noise energy from other

the less noisy part of the received signal, while suppressi8 nds to thg main bands of thg DFT filters. Those sul_)camers

the channel noise over the rest of thé band as much{%ose amplitudes have been significantly attenuated (like those

. ®ar the nulls of the TEQ) can thus be greatly affected by this

p035|blle. o . i ) noise leakage process. However, the effect of noise leakage to
Although this maximizes the signal-to-noise ratio (SNR) of thg,ose hands whose amplitude attenuation is moderate, like those

received signal at the TEQ output and thus achieves the ggal; the middle of the first or second side-lobes of TEQ, is in-
of the more conventional communication schemes, it does nificant.

necessarily result in the highest transmission bit rate in the DM

trapsceivers. To achieye the maximu'm bit rate in aDMT trans- |/ DEesiGN GUIDELINES FOR GOOD TEQ DeSIGN

ceiver, one should strike a balance in the profile of the SNRs

of all subcarriers after demodulation, so that a reasonably good=rom our discussion in the last section, we may conclude that

number of bits can be allocated to most of the subcarriers, thigenhance the performance of the DMT transceivers, we shall

overall, a large number of bits can be allocated to each blockajfoose a TEQ whose gain does not experience any null over the
DMT. As one may see by direct inspection of Fig. 3, the fact thaseful portion of the received signal band. We also note that the

the MMSE TEQ suppresses the received signal over most of t&EQ response is directly related to the TtR]n particular, the
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nulls in the MMSE TEQ, which were observed in Fig. 3 and;(n) = /27N sinceG; is the autocorrelation function
found to be undesirable, arise because of their presence inadhe;(n). Thus, we say that Al-Dhahir and Cioffi’s procedure
amplitude response of the selected THr;sg. On the other makes an attempt to choose the samples of the TIR (i.e., the
hand, the MSE at the TEQ output varies witlisee (5)]. With elements ofc) so that its gain values, over a dense grid of

this understanding of the problem, we may now propose tfrequencies, defined by, = 2#i/N, ¢ = 1,2,3,..., are
following general guidelines for the design of TEQ in the DMTmaximized subject to the constraints (7) and (8). This procedure
transceivers. will converge to a TIR which has no null within the band of
« The amplitude response associated with the ElRshall interest, since any null in the TIR response will force a few of
have no null. the terms under the summation in (6) to some large negative
« At the same timec should be chosen so that the MSEvalues (because of the dense grid of frequencies). This clearly
given by (5) remains relatively low. cannot be an optimal solution to the maximization procedure.

The guidelines set above are relatively vague and seem td he above interpretation of the Al-Dhahir and Cioffi's solu-
be hard to quantify. However, as we proceed in the rest of thign matches nicely with the guidelines (design rules) that were
paper, we find that the DMT transceivers are very robust to vafiet in the previous section. That is, subject to the unit-norm and
ations of the TIR, thus, many designs could be provided bas¥E constraints set by (7) and (8), the optimum Ty,

on the above guidelines with all performing about the same. i found so that for all values of the termsel  Gicope be
nonzero. Because of dense grid of frequencies, this clearly is

V. AL-DHAHIR AND CIOFEI'S SOLUTION equivalent to preventing nulls in the TIR amplitude response.

In this section, we give an interpretation of the method of

. D . . VI. TEQ DESIGN BASED ON EIGENAPFROACH
Al-Dhahir and Cioffi [3] and show how this method is related

to the guidelines set in the last section. In this section, we propose a new TEQ design scheme which
To optimize the TIRc, Al-Dhahir and Cioffi [3] have pro- Uses the eigenvalues and eigenvectors of the mBtkbin order
The computational complexity of this scheme is much lower

Copt = arg Inax{ Z ln(cTGic)

T

6 than the method of Al-Dhahir and Cioffi [3], [4], but the results
®) of the two methods are comparable. As a measure of complexity,
a TEQ design for the downlink of a typical ADSL channel by the

subject to the constraints method of Al-Dhahir and Cioffi takes more than 1 h on a SUN
T Ultra 30 Creator workstation, while the proposed scheme com-
CoptCopt = 1 ) pletes a similar design, on the same machine, almost instantly.
and Let the column vectorsjo, qi,-..,qr,—1 and the scalars
el Racopt < &max (8) AosA1,..., Az, —1 be the unit-norm eigenvectors and the corre-

_ _ sponding eigenvalues @t 4, respectively. Then, according to
where,,ax is the maximum acceptable MSE at the TEQ outputhhe unitary similarity transformation [6], [7]
andG; is anL, x L, matrix defined as

Ra = QAQT (10)
G, =
1 2N eimi(Ls—1)/N whereQ = [qo q1 ... q7,_1] andA is a diagonal matrix con-
e—92mi/N 1 eI2mi/N e sisting of\g, A1, ..., Ar__1. We also note that the eigenvectors
: : " qo,41,--.,4qr,—1 are a set of mutually orthogonal vectors and,
o—i2mi(Ls—1)/N o—32mi/N 1 thus, may be considered as a set of bases vectors that can be
9) used to express the vectoms
L.—1
This problem can be solved using an appropriate numerical '
= Qi = 11
software package. In [3] and [4] and also for the results pre- © z_% @idi = Qu (11)

sented in this paper, the MATLAB optimization toolbox is used.

More specifically, the function “constr” of the toolbox is usedvherea = [ap a1 ... ar,_1]* ande; = qf'c. Agood choice

[9]. This function performs the optimization by using a sequenad ¢ may thus equivalently be obtained by choosing a sef &f

of quadratic programming steps, where, at each step, the Himst satisfy the guidelines of Section IV.

sian of the Lagrangian cost function associated with (6) and (7)The term eigenfilter is often used to refer to FIR filters whose
is approximated using a quasi-Newton updating procedure. Thap-weight vectors are the eigenvectors of a correlation matrix
is known as sequential quadratic programming in the literatui@, [7]. Numerical examples show that the set of eigenfilters

[13], [14]. of Ra happen to be a set of (almost) equally spaced narrow
The above procedure suggests joint maximization of theand filters. Any linear combination of these filters with some
termsln(c?'G;c), fori = 1,2, 3, ..., subject to the constraints nonzero coefficients will thus result in a filter whose gain (with

(7) and (8). On the other hand, we note that the tefr&;,c a good chance) remains nonzero over all frequencies. However,
can be interpreted as the square of the gain of an FIR filtey's cannot be chosen arbitrarily since they may resultin alarge
with tap-weight vector: when its input is the complex sinusoidundesirable MSE.



558 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 49, NO. 3, MARCH 2001

600/26 2600
5900/26 I 1800/26
loop1
70028 [
3000/26 700/24 | 350/26 3000/26 Sﬂlr | 2400
loop2 } i s
50/24 50/24 5024 | 10024 50/28 o
2200/26| 700/26 |1500/26| 500/26 I 600/24 |3050/26 5
loop3 ¢ 2200
400/26 800/26 8
550/26 | 6250/26 | 800/26 =
loop4 -
1200/28 & 2000
5800/26 150/24 . 1200/26 ) 300/24 L 300/26 2
loop5 } , 8
[3)
9000/26 35 1800
loop6 0
800/24 £
10700/24 3
loop? 1600
12000/24
loop8 S Poro :
140 1 1 L 1 1 1 1 I L 1 L 1 1 1 1 1 ] i L
01 02 03 04 05 06 0.7 08 08 1 11 12 13 14 15 16 17 18 19 2
Fig. 5. Configurations of eight CSA loops. Various m

. . . , . Fig. 6. Number of bits per each block of DMT as a function of parameter
Next, we suggest a simpleuristicchoice ofa;’s that satis-

fies the guidelines of Section IV. To this end, we substitute (1

and (11) in (5), and rearrange the result, to obtain %ned from the ANSI T1.413-1998 standard [10]. The selected

value ofkygxT corresponds to 20 disturbers.

L;—1 The bit allocation to different subcarriers is calculated ac-
&€= Z aZ . (12) cording to the equation
:=0
. o SNR;
We also note that the unit-norm constraint enmplies that bi = |logy | 1+ o0 (15)

S 5ot a? = 1. Hence, we may say the MSE of TEQ is given
by a weighted average of the eigenvaluesRof. The weight wherei varies over all data carrying subcarrie$yR; is the
factors aren?’s. To keep the MSE of TEQ relatively low, we SNR at theith subcarrier, andz| denotes the largest integer

may simply choosey;’s proportional to some negative powedess than or equal to. Equation (15) corresponds to bit-error

of A\;’s. That is probability of 10°7 for uncoded data. The total number of bits
o . in each block of DMT is ther} . b;, excluding the cases where
ap = kAT, fori=0,1,...,L,—1 (13) p, =1.Inthe computation of the values bf, we have consid-

ered and used the bandwidth optimizing algorithm of [5]. That
is, the subchannels that are unable to carry any information bit
are taken note of and thus their corresponding signal powers
are distributed among the data carrying channels. For more de-
tails on the bandwidth optimization algorithms, the reader may
refer to [5] and [4] for their application to Al-Dhahir and Cioffi's

To evaluate the performance of the proposed eigenapprogeheme.
and also to compare it with the MMSE TEQ and the Al-Dhahir We performed an extensive set of simulations to find the best
and Cioffi's method [3], [4], we present the results of a numbeflue ofm to be used in (13). A summary of such simulations,
of TEQs that we have designed for eight typical CSA loop$or the CSA loops 1-8 of Fig. 5, are presented in Fig. 6. From
These loops, which are presented in Fig. 5, are those that heiwese and other tests that we performed, it was foundithat
been considered in [3] and [4]. The DMT setup that we considgf which also gives the simplest equation for computation of
is the downlink of an ADSL transceiver. Accordingly, the IFFTthe TIR, is a good value. We also found that variationnef
and FFT lengths are 512, and a cyclic prefix length of 32 ja the range of 0.5-1.5 has very little effect on the final total
assumed [10]. The signal power at the transmitter output is sefmber of bits that will be allocated to each block of DMT. This
equalto 14.1 dBm. We assume an additive white Gaussian naisbust behavior (or insensitivity) of the DMT to the choice of
(AWGN) with —110 dBm/Hz power and a near-end crosstaline parametetr, within some limited range, is attributed to the
(NEXT) whose power spectral density (PSD) is given by fact that the DMT is rather insensitive to the variations of the
TIR. This is an interesting property of the DMT that may be

wherek is a common factor which is chosen so thata? = 1.
A good choice of the parameter may be found experimentally
(see the following section).

VII. SIMULATION RESULTS

_ 3/2
Snexr(f) = kNEXTf / _ ) exploited for further simplification of the TEQ design in DMT
[sin(wf/f,)sin(w f/2f,)] (14) transceivers, as discussed in the next section.
[1+ (f/f1,3a8)5] (f? + f22,3dB> Table | presents a summary of the results that we obtained

for MMSE TEQ, the method of Al-Dhahir and Cioffi [4], and
wheref, = 1.455 MHz, f, 3ag = 3 MHz, f; 34p = 40 kHz, the proposed eigenapproach. From these results, we see that the
andkyext = 2.1581 x 107°. The NEXT PSD has been ob-eigenapproach method performs very similar to the method of
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TABLE | 2) The results confirm the nonoptimality of the designs ob-
NUMBER OF BITS PER BLOCK OF DMT FOR VARIOUS tained by the method of Al-Dhahir and Cioffi [3], [4], as
CSA Loops ANDDIFFERENT DESIGNS . . .
in all cases superior designs are found.
loop MMSE TEQ Al-Dhahir and Cioffi’s [4] Eigen-Approach 3) Most of the designs obtained through the TIR random-
1 2266 2616 2590 ization perform about the same. The standard deviation
2 1773 2087 2072 of the number of bits allocated to each block in all cases
3 1597 1951 1969 remain within 1%—2% of the respective averages.
4 1730 1914 1897
5 1953 2183 2201
6 1646 2015 1998
7 1639 1838 1825 VIIl. TEQ DESIGNBASED ON CHANNEL CLASSIFICATION
8 1594 1789 1794 . . . . . .
Our main observation in the previous sections was that in
choosing TIR for TEQ design in DMT systems, we need only to
TABLE Il comply with the design guidelines set in Section IV. Moreover,
NUMBER OF BITS PER BLOCK OF DMT RESULTING FROM RANDOMLY there are many choices of TIR that satisfy the design guidelines
SELECTED TIRS, ACCORDING TO(16) FORVARIOUS CSA LOOPS and thus result in TEQs that all perform well and about the same.

Another observation that we may have here is that the matrix

loop mean standard deviation maximum minimum . .
P R A, whose eigenvalues and eigenvectors could be used to se-

1 2582 12.7 2621 2530

2 2049 12.8 2090 2004 lect a well-behaved TIR a_ccording_ to (11) and (13), is directly
3 1948 97 1974 1902 related to the autocorrelation coefficients of the channel output.
4 1900 94 1926 1865 Furthermore, we note that the autocorrelation coefficients are
5 2181 9.0 2204 2147 related to the PSD of the underlying signal that, in turn, is di-
6 2002 9,1 2023 1968 rectly related to the channel magnitude response and, for large
T 1815 10.3 1844 1778 SNRs, to a lesser extent to the noise PSD.

8§ 1777 8.8 1800 1726

Considering these observations, in a recent patent [11] filed
by the first author of this paper, a novel scheme has been pro-
[4]. Both methods succeed to perform better than the MMé?:DS(Ed for design ofT!EQinthe DMT-based transcei_verg. In[11],
TEQ. o.nly.a ggneral overview of the proposed scheme is given. Our

gim in this section is to adopt the general scheme of [11] and
ive a detailed evaluation of that when applied to the particular

In our initial study of the TEQ design, we observed that a :
though the TIR obtained by our method looked very differer
. T se of ADSL channels.
from the one obtained through the optimization method of [ : .
. . .~ The scheme proposed in [11] consists of two separate phases,
(or [3]), in both the time and, to some extent, frequency domain . .
. : amely, off-line and on-line.
there was almost no difference between the number of bits all The off-line phase consists of the following steps
cated to each block of DMT in the two designs. This interesting P g steps.
observation show that DMT transceivers are robust to some vari-1) A large set of the members of the class of channels of
ation of the TIR. This observation is also found to be in linewith ~ iNterest are obtained, through measurements and/or sim-
our arguments in Section IV where the proposed guidelines were  Ulations, whichever appropriate.
noted to be relatively vague. To explore this further, we gener- 2) The channels with close responses are grouped together

ated 1000 different target responses according to the equation _ © make a number of subclasses.
3) The averaged responses of various subclasses are ob-

tained and stored in a look-up table. These will be later
(16) used for identification of the subclass of the measured
channel in the on-line phase of the design.
4) For each of the typical responses, a set of optimum (near-
where 3;’'s are a set of independent random numbers taking  optimum) choices of the TIR and the delay parameter,
values of+1 and —1. Each TIR was then used to obtain the are obtained and stored in another look-up table.

corresponding TEQ and accordingly to calculate the numberTiie on-line phase of the proposed scheme consists of the fol-
bits allocated to each block of the DMT. Table Il presents a sutidwing steps.

mary of the results of this experiment that was repeated for all 1) The channel response and the PSD of the channel noise
the eight loops of Fig. 5. In this table, we have given the mean e measured.

of the number of bits allocated to each loop and their corre- 2y The response of the measured channel is calculated and
sponding standard deviations, plus the maximum and minimum  compared with the tabulated responses provided in Step
bit allocations that were observed in each experiment. The re- 3 of the off-line phase, and accordingly the subclass of
sults clearly show the insensitivity of the DMT to these varia-  channel is identified, as explained below.

tions of the TIR. It is also instructive to compare these results

with those of Table | and observe the following.

1) Ir_] all cases, on the avergge, the results obtained by. thﬂn most of the application standards, including the ADSL standard [10], pro-
eigenapproach are superior to those of the MMSE desigision for such measurements during the system initialization is provided.
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3) Once the subclass of the channel is identified, the corre-To have a fair comparison of these responses, the prestored
sponding TIR and delay parametfirare obtained from vectorsa;,as,...,ap are all normalized to the unity norm.
the look-up table generated in Step 4 of the off-line phas€hat is these have been normalized such that

4) The TIR and delay parameter along with the channel re- - .
sponse and the noise PSD are used to generate and solve a;ja; = 1, fori=1,2,.... P. (21)

the Wiener—Hopf equation leading to the equalizer coef- Although the above signature results in satisfactory TEQ de-

Theﬂ?clieeztt?f.ication of the subclass of the measured chan signs for most of the channels, it fails to give good results for
. ) . out 5% of the channels we tested. Through experiments, we
should be done according to soreignature analysisMany

choices of signatures are possible. The choice of the best found the use of a second signature, along with the above sig-

Hdiur Id improve the results significantly. For the clarity of
nature is not trivial and may not be made in a very syste diu e, could improve the results significantly. For the clarity o

. . YSeMKe discussions that follow, we refer to the signature introduced
atic way. However, fortunately, as was mentioned earlier, th : . .

) . ' “abpve asignature land the one introduced below sighature
channel magnitude response is closely related to the ch0|c%o

a good TIR. Thus, a comparison of the measured channel mag;

. . . umerical tests revealed that a good measure of dis-
nitude response with the magnitude responses of the avera 5 g

) . . . uishing between channels that have similar amplitude
channels obtained in Step 3 of the off-line phase is expecte responses, but their attachment to a particular subclass is not

give a good signature. This may be done as follows. very strong, is the position of the peak of their time-domain

We assume that there afésubclasse_s. Leil’aQ""’.aP impulse response. We quantify the peak positions, and thus
denote the column vectors representing the magnitude |

. : implement the proposed signature 2, as follows. Supp&se
sponses of the averaged channels obtained in Step 3 of 2 min brop gneé . PP
. N and~™" are two extracts of signature 1 with the smallest and
off-line phase. Also, leta denote the column vector con- J2

sisting of the samples of the magnitude response of thee secon.d smalllesft value of all thgs, respectively. We form
e following ratios:

measured channel. We assume that the veetgora,,...,ap
anda are of the same dimensio®/. The closeness dd to min(7, 75, ) min(7, 7, )
P i imi7i i Ri=—~—= Ry = ———= (22)
a;,i = 1,2,..., Pis measured by minimizing the cost function max(7, 7, ) max(7, 7, )
M—1 and choosg; as the subclass of the measured channg| it
~vila) = w(k)(aal(k) — a;(k))? (17) R», andjs, otherwise.

o~
Il

0
IX. STATISTICAL EVALUATION OF TEQ DESIGN BASED ON

where (k) and a;(k) are thekth elements ofi and a;, re- CHANNEL CLASSIFICATION

spectively, andu(k) is a weighting function. Through a large . . o )

number of numerical tests on typical ADSL channels, we found N this section, we present a statistical evaluation of the TEQ
that to get a better signature and thus a good TEQ, we shofpign method of the previous section when it is applied to
give a higher weight to the points whet&)) is relatively small. ADS_L_ channels._ For thIS, we start with a study of the responses
Considering this point and noting that for ADSL channels, geRf digital subscriber lines. Our study has shown that a choice
erally, the magnitude response decreases over higher rang8fcf0 subclasses gives a good variety of responses that match
frequencies (see Fig. 2 as an example), we decided on a nunt¥gl With typical DSL loops studied in this paper. The choice
of weighting functions that grow with frequency. After a numbepf 20 subclasses has been based on a study of a wide range of
of trial and errors, we found the following weighting functiorthannels that we generated in simulation using the channel pa-
as a good compromise choice for the CSA loops that we weaineters provided in the ADSL standard (T1.413-1998) for 24-
experimenting on (see the following section for the details &"d 26-gauge lines [10]. In generating the frequency responses

the examined loops): Qf the channels, the two-port network equivalent of transmission
lines, based on ABCD parameters, are used [8], [12].
E2\ 2 The choice of 20 subclasses for classification of ADSL chan-
w(k) = <1 + W) (18) nels has also been based on other practical restrictions that are

explained next. We note that, in general, the quality of the TEQ
Solving dv;(«) /de = 0 for a, and using the result in (17) in terms of number of bits allocated to each block of DMT in-

we obtain creases as the number of subclasses grows. On the other hand,
the system complexity, both in terms of memory requirement
. r (aiTWé)Q . (to store the magnitude responses of typical subclasses, plus the
M = a; Wa,; — “ATWa fori=1,2,....P corresponding TIRs and delay parameters) and computational

(19) complexity (to do signature analysis and choose the best sub-

where W is the diagonal matrix consisting af(0),w(1), class) increases with the number of subclasses. Therefore, one

..,w(M —1). The subclass of the measured channel is thehould choose an appropriate number of subclasses that strikes a
determined by finding the index that satisfies the following good balance between system complexity and its performance.
equation: The appropriate number that results in a good balance, in turn,
depends on the available resources, i.e., DSP/hardware plat-

Y = min (Y, 93 LR (20) form. The choice of 20 subclasses here, thus, has been somewhat
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(k x 200)/26
X 3500/26 | 3000/26
channel series 1
k=0,1,2,3,4
{k x 400)/26
channel series 2 5000/26 | 3500/26
k=0,1,2,3.4
(k x 400)/26
channel series 3
6000/26 | 4500/26
k=0,1,23,4
channel series 4 X724

X=6000, 7500, 8500, 10500, 11500

Fig. 7. The CSA loops chosen for channel classification.

' ! }

I |
I b2 bK

——a—,— -, —>

Fig. 8. The model of randomly generated CSA loops. The vertical lines a

bridged taps. All lines are either 24 or 26 gauge.

arbitrary and may change depending on the available resourc o

However, it is an indicative figure.

Fig. 7 presents the details of the 20 loops that we consider ,,
typical channels characterizing various subclasses. For eact
these channels, we found the best TIR that we could get throu : : : : : :
a random search based on (16), with 1000 attempts for €& azf-.ooivomrrnrivrnnn. e N b o .
loop. The TIRs obtained in this way and their correspondin : : : : : :
delay parameter&, which were optimized by searching over all

i
0 02

04 06 0.8 1
BIT ALLOCATIONS RATIO

Fig. 9. CDF comparing the channel classification method against the
eigenapproach. For channel classification, only signature 1 is used.

1
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[+X:] 4

0.7
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possible values that they could take, were then stored in atak o = ” — = . - T
Clearly, all these operations correspond to the off-line phase .. BIT ALLOCATIONS RATIO
TEQ deS|gn. _Fig. 10. CDF comparing the channel classification method against the

To evaluate the on-line performance of the proposed desi@®@enapproach. For channel classification, both signatures 1 and 2 are used.
we study the results of a large number of randomly generated
CSA loops. Fig. 8presents.the detgils.of the rand'omly generategtq, aach loop, three TEQs are designed. The first TEQ is
loops. The parameters which are indicated in Fig. 8 are cho§elkaq on the eigenapproach method proposed in Section VI,

randomly in the following order.

with parametern = 1. The other two are based on the channel

« Principal line length,l: a constantly distributed randomclassification method proposed in Section VIII, using the tab-

variable in the range 5000-12 000 feet.

ulated 20 subclasses mentioned above and the introduced sig-

* Number of bridged tap&: takes values of 0, 1, 2, 3, or 4nature analysis. From these, the first design uses only signature

with equal probability of occurrence.

1, while the second design uses both signatures 1 and 2. For

* Principal line segmentdy, s, ..., lxc41: @ set of random each case, we calculate the maximum number of bits that could
variables with similar distribution that satisfy the fol-be allocated to each block of DMT based on error probability of

lowing conditions:

L+l+ -+l =1

10~7 for uncoded data, subject to the maximum of 3000 bits per
block (equivalent to a channel data rate of 12 Mbits/s). Figs. 9
and 10 present summary of the results that obtained for 5000

l,la, ..., gy > 1/10. (24) randomly generated CSA loops.
_ Fig. 9 compares the performance of the channel classifica-
* Length of the bridged tap loop&, , /2, . .., li,: a set of tion method against the eigenapproach, when, for channel clas-

random variables with constant distribution in the range effication, only signature 1 is used. Fig. 10 presents the same

zero to one-tenth of the principal line lendth

results for the case where both signatures 1 and 2 are used to

All the lines are assumed to be 24 or 26 gauge. The PSD of fhgprove the results of the channel classification method. The
channel noise is assumed to be fixed and given according to Hwgizontal axis shows the ratio of number of bits per DMT block

(24).

(symbol) obtained from channel classification method over the
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one obtained from eigenapproach. The vertical axis is the cumuys] P. S. Chow and J. M. Cioffi, “Bandwidth optimization for high speed

lative distribution function (cdf). The results clearly show that glata transmission ovgr channels with severe intersymbol interference,”
. d iority of th 90%). the ch lcl if in Proc. GLOBECOM'920rlando, FL, Dec. 1992, pp. 59-63.
In a good majority orthe cases (Over °)' € channel classi I'[6] B. Farhang-BoroujenyAdaptive Filters: Theory and Applicationdew

cation method and eigenapproach perform very similar. More-  York: Wiley, 1998.

over, by comparing Figs. 9 and 10, we find that the improve- [7] S- Haykin, Adaptive Filter Theory2nd ed. Englewood Cliffs, NJ:
Prentice-Hall, 1991.

ment brought about by adding sign_a_ture_ 2 is only significant f0"(58] J.-J. Werner, “The HDSL environmentEEE J. Select. Areas Commun.
the cases where the channel classification has badly performed. vol. 9, pp. 785-800, Aug. 1991.

With signature 1 only (Fig. 9), in about 4% of the cases, the [9] Optimization Toolbox Manuallhe Mathworks Inc., Natick, MA, 1992.
h | classificati t ' d bel 80% of ! h MATLAB Software Package Version 4.1.
channel classification performance drops below oot w a‘[t10] Network and customer installation interfaces—Asymmetric digital sub-

eigenapproach offers. While, with both signatures 1 and 2, the  scriber line (ADSL) metallic interfagémerican National Standards In-

latter figure drops to about 2%. More improvement may be ob- _ stitute, T1.413-1998, 1998.
[11] B. Farhang-Boroujeny, B. Wang, and M. Chakraborty, “A method of

tained if a better signature anaIySIS could be found. designing an equaliser,” Case Ref. P12498SG, Oct. 13, 1998.
[12] W.Y.ChenDSL Simulation Techniques and Standards Development for
X. CONCLUSION Digital Subscriber Line SystemsNew York: Macmillan, 1998.

[13] R. FletcherPractical Methods of Optimization. vol. 2, Constrained Op-

In this paper, we studied the problem of designing TEQs in _ timization New York: Wiley, 1980. _ S
the application of DMT transceivers. We noted that the optimal**! sbfk_ilgé\é\gmﬂ"%ﬁnd M. H. WrightPractical Optimization - New
design of TEQ is a very difficult problem, and thus one has to R
resort to suboptimal solutions. To this end, based on an under-
standing of a shortcoming of the MMSE TEQ, we set some de-
sign guidelines for the selection of good TIR in TEQ design. We
noted that the optimization method proposed in [3] is one pc
sible method of achieving a design that satisfies the propos
guidelines. We also showed that there are other ways that co
be used for selection of TIR that also satisfy the proposed guic
lines and thus achieve good performance. In particular, we p
sented an eigenapproach and showed that it achieves similar of Technology, Isfahan, Iran. From September 1989
formance to the designs obtained by the method of [3], howe to August 2000, he was with the National University
at a much lower computational cost. of Singapore. He recently joined the Department of

We also explored the possibility of storing a number of TIR lectrical Engineering, University of Utah, Salt Lake City. He is the author of

. . the bookAdaptive Filters: Theory and Applicatior{lew York: Wiley, 1998)
in a look-up table and choosing one of these TIRs for the dgrd co-author of an upcoming titkeeplitz Matrices: Algebra, Algorithms and

sign of TEQ, based on some signature analysis of the measutealysis(to be published by Kluwer Academic). His current scientific inter-
f ot : ; s include adaptive filters theory and applications, multicarrier modulation for

response of t_he channe_l. A statistical evaluatlon_ of this meth\%I 2d and wireless channels, CDMA, and recording channels,
showed that it works quite well for most of the simulated CSA py. Farhang-Boroujeny was the recipient of the UNESCO Regional Office
|oops and in the majority of the cases gives Compara_ble reswltScience Technology for South and Central Asia Young Scientists Award in

; ; 87, in recognition of his outstanding contribution in the field of computer
to those of the eigenapproach that was earller found to be coiﬁplicaﬁons and informatics.
parable with the method of [3] and [4]. This look-up table ap-
proach, which was referred to as channel classification method,
is in particular a useful engineering approach to the design of
TEQ in DMT transceiver in real time, as it greatly simplifies the

design procedure.
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