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Abstract

The purpose of my Ph.D. research is to define and study an analogue of the classical Bernstein-Gelfand-Gelfand (BGG) category $O$ for the Lie algebra $\mathfrak{g}$, where $\mathfrak{g}$ is one of the finitary, infinite-dimensional Lie algebras $\mathfrak{gl}_\infty(\mathbb{K})$, $\mathfrak{sl}_\infty(\mathbb{K})$, $\mathfrak{so}_\infty(\mathbb{K})$, and $\mathfrak{sp}_\infty(\mathbb{K})$. Here, $\mathbb{K}$ is an algebraically closed field of characteristic 0. We call these categories extended categories $\bar{O}$ and use the notation $\bar{\mathcal{O}}$. While the categories $\mathcal{O}$ are defined for all splitting Borel subalgebras of $\mathfrak{g}$, this research focuses on the categories $\bar{\mathcal{O}}$ for very special Borel subalgebras of $\mathfrak{g}$ which we call Dynkin Borel subalgebras. Some results concerning block decomposition and Kazhdan-Lusztig multiplicities carry over from usual categories $\mathcal{O}$ to our categories $\bar{\mathcal{O}}$. There are differences which we shall explore in detail, such as the lack of some injective hulls. In this connection, we study truncated categories $\bar{\mathcal{O}}$ and are able to establish an analogue of BGG reciprocity in the categories $\bar{\mathcal{O}}$. 
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1 Introduction

The classical Bernstein-Gelfand-Gelfand (BGG) category $\mathcal{O}$ for a finite-dimensional reductive Lie algebra $\mathfrak{g}$ has provided a rich ground for research topics for a few decades. Over an algebraically closed field of characteristic 0, the category $\mathcal{O}$ is well understood. Amongst the well known results is the Kazhdan-Lusztig Conjecture, which is a connection between the category $\mathcal{O}$ and the Hecke algebra.

Extensive studies of analogues of categories $\mathcal{O}$ have also been undertaken for affine Kac-Moody Lie algebras [16, 28]. In a parallel fashion to the finite-dimensional theory, an affine Kac-Moody Lie algebra $\hat{\mathfrak{g}}$ has a Borel subalgebra $\hat{\mathfrak{b}}$ containing a Cartan subalgebra $\hat{\mathfrak{h}}$. It is natural to define the category $\mathcal{O}$ for the Lie algebra $\mathfrak{g}$ by requiring that $\mathfrak{h}$ act semisimply and $\mathfrak{b}$ act locally finitely on each module in $\mathcal{O}$.

In this work, we generalize the definition of the classical BGG categories $\mathcal{O}$ to a class of locally finite Lie algebras called “root-reductive Lie algebras” over an algebraically closed field of characteristic 0. Splitting maximal toral subalgebras play an essential role in this dissertation.

Cartan subalgebras and maximal toral subalgebras of a root-reductive Lie algebras have been studied in [11] and [23]. In addition, [11] gives a rough classification of root-reductive Lie algebras as follows: if $\mathfrak{g}$ is a root-reductive Lie algebra, then $[\mathfrak{g}, \mathfrak{g}]$ is a direct sum of finite-dimensional semisimple Lie algebras and simple finitary Lie algebras $\mathfrak{sl}_\infty$, $\mathfrak{so}_\infty$, and $\mathfrak{sp}_\infty$, each with at most countable multiplicity.

To define a category $\mathcal{O}$ for a root-reductive Lie algebra $\mathfrak{g}$, we further need to understand the structure of Borel subalgebras of $\mathfrak{g}$. Borel subalgebras for the simple finitary Lie algebras $\mathfrak{sl}_\infty$, $\mathfrak{so}_\infty$, and $\mathfrak{sp}_\infty$ and for root-reductive Lie algebras are very well understood (see [10] and [14]). For a given Borel subalgebra $\mathfrak{b}$ of $\mathfrak{g}$ containing a splitting maximal toral subalgebra $\mathfrak{h}$, we define an extended category $\mathcal{O}$, denoted by $\tilde{\mathcal{O}}$, for $\mathfrak{g}$ with respect to $\mathfrak{b}$ by demanding that the objects in the category be $\mathfrak{h}$-semisimple with locally finite $\mathfrak{b}$-action and with finite-dimensional $\mathfrak{h}$-weight spaces.

The condition that the objects in $\tilde{\mathcal{O}}$ have finite-dimensional $\mathfrak{h}$-weight spaces allows us to decompose every module in $\tilde{\mathcal{O}}$ into indecomposable direct summands. However, without extra conditions on the Borel subalgebra $\mathfrak{b}$, the category $\tilde{\mathcal{O}}$ lacks some important $\mathfrak{g}$-modules— the Verma modules. To remedy this situation, we find a necessary and sufficient condition for the category $\tilde{\mathcal{O}}$ to contain all Verma modules, namely, the Borel subalgebra $\mathfrak{b}$ must be a Dynkin Borel subalgebra.

With this additional restriction on $\mathfrak{b}$, there are several important consequences. First, every module in $\tilde{\mathcal{O}}$ has an analogue of composition series, and therefore, composition factors and multiplicities are well defined. Second, the block decomposition of $\tilde{\mathcal{O}}$ resembles the block decomposition of a classical category $\mathcal{O}$. In addition, Kazhdan-Lusztig theory may be applied to $\tilde{\mathcal{O}}$, leading to a Kazhdan-Lusztig multiplicity formula.

Nonetheless, $\tilde{\mathcal{O}}$ also greatly differs from a classical category $\mathcal{O}$. In the finite-dimensional case, $\mathcal{O}$ is a highest-weight category. Therefore, BGG reciprocity comes naturally to a classical category $\mathcal{O}$. On the other hand, $\tilde{\mathcal{O}}$ does not have enough injectives, and therefore, is
not a highest-weight category. In an attempt to remedy the situation, a truncation method is applied to $\mathcal{O}$. This truncation technique yields several full subcategories of $\mathcal{O}$, which are called truncated subcategories. While not all of these subcategories are highest-weight categories, they satisfy a version of BGG reciprocity.

In this dissertation, Section 2 provides definitions of crucial terms such as root-reductive Lie algebras and Dynkin Borel subalgebras. Explicit examples of root-reductive Lie algebras along with some of their important subalgebras are given in Section 3. Section 4 covers the finite-dimensional theory that is needed in subsequent sections. The category $\mathcal{O}$ for a root-reductive Lie algebra $\mathfrak{g}$ is defined in Section 5, where we shall also prove key results such as direct sum decompositions and generalized composition series of objects in $\mathcal{O}$.

Due to the importance of Verma modules in our study of the category $\mathcal{O}$, they are discussed in detail in Section 6. In Section 7, the theory of Coxeter groups is generalized to the case of infinite generating sets. With this generalization, we obtain results for the corresponding Hecke algebras and Kazhdan-Lusztig polynomials which are similar to the case of Coxeter groups with finite generating sets. Section 8 concerns the block structure of $\mathcal{O}$, which is connected to the Kazhdan-Lusztig formula for the multiplicity of a composition factor of a Verma module. Finally, the last section (Section 9) studies BGG reciprocity in $\mathcal{O}$ by means of truncation.
2 Preliminaries

The base field is \( K \), which is assumed to be algebraically closed and of characteristic 0. All Lie algebras and vector spaces are defined over \( K \). For a vector space \( V \), \( V^* \) denotes its algebraic dual space \( \text{Hom}_K(V,K) \).

2.1 Root-Reductive Lie Algebras

**Definition 2.1.** A Lie algebra \( g \) is said to be *locally finite* if every finite subset of \( g \) generates a finite-dimensional Lie subalgebra of \( g \). A locally finite Lie algebra \( g \) is *locally solvable* if every finite-dimensional Lie subalgebra of \( g \) is solvable. Similarly, a locally finite Lie algebra \( g \) is *locally nilpotent* if every finite-dimensional Lie subalgebra of \( g \) is nilpotent.

**Definition 2.2.** A Lie algebra \( g \) is *locally reductive* if it is the union \( \bigcup_{n \in \mathbb{Z} > 0} g_n \) of nested finite-dimensional reductive Lie subalgebras \( (g_n)_{n \in \mathbb{Z} > 0} \) such that \( g_n \) is reductive in \( g_{n+1} \). We say that \( g \) is *locally semisimple* if each \( g_n \) is semisimple. Moreover, \( g \) is *locally simple* if each \( g_n \) is simple.

**Definition 2.3.** An inclusion of finite-dimensional reductive Lie algebras \( l \hookrightarrow m \) is a *root inclusion* if, for some Cartan subalgebra \( c \) of \( m \), the subalgebra \( l \cap c \) is a Cartan subalgebra of \( l \) and each \( (l \cap c) \)-root space of \( l \) is a root space of \( m \).

A *root-reductive* Lie algebra \( g \) is a locally reductive Lie algebra \( g = \bigcup_{n \in \mathbb{Z} > 0} g_n \), where \( (g_n)_{n \in \mathbb{Z} > 0} \) is a nested system of finite-dimensional reductive subalgebras, with the property that there exist nested subalgebras \( t_1 \subseteq t_2 \subseteq \ldots \), where \( t_n \subseteq g_n \) is a Cartan subalgebra of \( g_n \), such that each inclusion \( g_n \hookrightarrow g_{n+1} \) is a root inclusion with respect to the Cartan subalgebra \( t_{n+1} \) of \( g_{n+1} \).

**Definition 2.4.** Let \( g \) be a locally reductive Lie algebra. A Lie subalgebra \( h \) of \( g \) is said to be a *splitting maximal toral subalgebra* if there exists a directed system \( (g_n)_{n \in \mathbb{Z} > 0} \) of finite-dimensional reductive Lie subalgebras of \( g \) for which \( \lim_{n \to \infty} g_n = g \), \( h \cap g_n \) is a maximal toral
subalgebra of \( g_n \) for each \( n \in \mathbb{Z}_{>0} \), and \( g \) has the following \( \mathfrak{h} \)-root space decomposition:

\[
g = \bigoplus_{\alpha \in \mathfrak{h}^*} g^\alpha = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta} g^\alpha,
\]

where \( g^\alpha \) is the eigenspace \( \bigoplus_{x \in g} [h, x] = \alpha(h)x \) for all \( h \in \mathfrak{h} \) for every \( \alpha \in \mathfrak{h}^* \), and \( \Delta \) is the set of roots, i.e., the nonzero linear functionals \( \alpha \in \mathfrak{h}^* \) for which \( g^\alpha \neq 0 \). For \( \alpha \in \Delta \), \( g^\alpha \) is known as the root space associated to \( \alpha \). Note that \( g^\alpha \) is always a one-dimensional vector space.

**Definition 2.5.** Let \( g \) be a locally reductive Lie algebra. A Lie subalgebra \( \mathfrak{b} \) of \( g \) is said to be a splitting Borel subalgebra if \( \mathfrak{b} \) is a maximal locally solvable subalgebra of \( g \) containing a splitting maximal toral subalgebra of \( g \).

In [9], [10], [11] and [14], locally reductive Lie algebras and root-reductive Lie algebras are studied. In the case of root-reductive Lie algebra, a (splitting) Borel subalgebra \( \mathfrak{b} \) containing a splitting maximal toral subalgebra \( \mathfrak{h} \) arises from a choice of a set of \( \mathfrak{b} \)-positive roots \( \Delta^+ \subseteq \Delta \) subject to the requirements that both subsets \( \Delta^+ \) and \( \Delta \setminus \Delta^+ \) are additive and that \( \alpha \in \Delta^+ \) if and only if \( -\alpha \in \Delta \setminus \Delta^+ \). We set \( \Delta^- := - \Delta^+ \cap \Delta \) and call \( \Delta^- \) the set of \( \mathfrak{b} \)-negative roots. Then \( \Delta \) is the disjoint union \( \Delta^+ \cup \Delta^- \), the locally nilpotent subalgebra \( \mathfrak{n} = \mathfrak{n}^+ := [\mathfrak{b}, \mathfrak{b}] \) is the direct sum \( \bigoplus_{\alpha \in \Delta^+} g^\alpha \), and the Borel subalgebra \( \mathfrak{b} \) is given by \( \mathfrak{b} = \mathfrak{b}^+ = \mathfrak{h} \oplus \mathfrak{n}^+ \) (this is a direct sum of vector spaces, not of Lie algebras). The Lie algebra \( g \) has the following triangular decomposition

\[
g = \mathfrak{n}^- \oplus \mathfrak{h} \oplus \mathfrak{n}^+,
\]

where \( \mathfrak{n}^- \) is the opposite subalgebra to \( \mathfrak{n}^+ \), namely, \( \mathfrak{n}^- = \bigoplus_{\alpha \in \Delta^-} g^\alpha \). The Lie algebra \( \mathfrak{h} \oplus \mathfrak{n}^- \) is denoted by \( \mathfrak{b}^- \). It is opposite to \( \mathfrak{b}^+ \) in the sense that \( \mathfrak{b}^+ + \mathfrak{b}^- = \mathfrak{g} \) and \( \mathfrak{b}^+ \cap \mathfrak{b}^- = \mathfrak{h} \). By the Poincaré-Birkhoff-Witt (PBW) Theorem, we see that \( \mathcal{U}(g) = \mathcal{U}(\mathfrak{n}^-) \cdot \mathcal{U}(\mathfrak{h}) \cdot \mathcal{U}(\mathfrak{n}^+) \). Here, \( \mathcal{U}(L) \) is the universal enveloping algebra of a Lie algebra \( L \).

Let the root lattice \( \Lambda \) be the \( \mathbb{Z} \)-span in \( \mathfrak{h}^* \) of \( \Delta \), and \( \Lambda^+ \) be the \( \mathbb{Z}_{\geq 0} \)-span in \( \mathfrak{h}^* \) of \( \Delta^+ \). We equip \( \mathfrak{h}^* \) with a partial order \( \preceq \) given by

\[
\lambda \preceq \mu \text{ iff } \mu - \lambda \in \Lambda^+
\]

for \( \lambda, \mu \in \mathfrak{h}^* \). We also write \( \Lambda^- := - \Lambda^+ \) for the \( \mathbb{Z}_{\geq 0} \)-span of \( \Delta^- \).
Definition 2.6. An element \( \alpha \in \Delta^+ \) is said to be a **simple \( b \)-positive root**, or a **simple root** with respect to \( b \), if it cannot be decomposed as a (finite) sum of two or more \( b \)-positive roots. We usually use the symbol \( \Sigma^+ \) or \( \Sigma \) for the set of simple \( b \)-positive roots.

Similarly, we say that \( \alpha \in \Delta^- \) is a **simple \( b \)-negative root** with respect to \( b \) if it cannot be decomposed as a sum of two or more \( b \)-negative roots. The symbol \( \Sigma^- \) denotes the set of simple \( b \)-negative roots. Clearly, \( \Sigma^- = -\Sigma^+ \).

From now on, \( \mathfrak{g} \) is a root-reductive Lie algebra with a splitting Borel subalgebra \( \mathfrak{b} \) containing a splitting maximal toral subalgebra \( \mathfrak{b} \). We assume that \( \mathfrak{g} \) is the union \( \bigcup_{n \in \mathbb{Z}_{>0}} \mathfrak{g}_n \) of nested finite-dimensional reductive Lie subalgebras \( \mathfrak{g}_n \) for which \( \mathfrak{b}_n := \mathfrak{b} \cap \mathfrak{g}_n \) is a maximal toral subalgebra of \( \mathfrak{g}_n \), \( \mathfrak{b}_n = \mathfrak{b}_n^+ := \mathfrak{b} \cap \mathfrak{g}_n \), and \( \mathfrak{n}_n = \mathfrak{n}_n^+ := \mathfrak{n}^+ \cap \mathfrak{g}_n = [\mathfrak{b}_n^+, \mathfrak{b}_n] \) is a nilpotent subalgebra of \( \mathfrak{g}_n \). We also write \( \mathfrak{b}_n^- := \mathfrak{b}^- \cap \mathfrak{g}_n \) and \( \mathfrak{n}_n^- := \mathfrak{n}^- \cap \mathfrak{g}_n \). In the case where \( \mathfrak{g} \) is locally semisimple, we also assume that each \( \mathfrak{g}_n \) is semisimple. If \( \mathfrak{g} \) is locally simple, each \( \mathfrak{g}_n \) is taken to be simple.

For each \( n \in \mathbb{Z}_{>0} \), \( W_n \) denotes the Weyl group of \( \mathfrak{g}_n \). Since the embedding \( \mathfrak{g}_n \hookrightarrow \mathfrak{g}_{n+1} \) is a root inclusion, this induces an embedding \( W_n \hookrightarrow W_{n+1} \). The Weyl group \( W \) of \( \mathfrak{g} \) is simply the direct limit \( \lim_{\overrightarrow{n}} W_n \).

Theorem 2.7. Let \( \mathfrak{g} \) be a root-reductive Lie algebra with a splitting maximal toral subalgebra \( \mathfrak{b} \). Then, the image of \( \mathfrak{b} \) under the quotient map \( \mathfrak{g} \to \mathfrak{g}/[\mathfrak{g}, \mathfrak{g}] \) is the whole \( \mathfrak{g}/[\mathfrak{g}, \mathfrak{g}] \). In addition, \( \mathfrak{b} \cap [\mathfrak{g}, \mathfrak{g}] \) is a splitting maximal toral subalgebra of \( [\mathfrak{g}, \mathfrak{g}] \).

Proof: Suppose that \( \mathfrak{b} \) does not surject onto \( \mathfrak{g}/[\mathfrak{g}, \mathfrak{g}] \) under the canonical projection. As \( \mathfrak{b} \) is splitting, there exists an element \( x \in \mathfrak{g} \setminus (\mathfrak{b} + [\mathfrak{g}, \mathfrak{g}]) \) such that \( x \) lies in a root space \( \mathfrak{g}^\alpha \) for some \( \alpha \in \Delta \).

Since \( \alpha \neq 0 \), there exists \( h \in \mathfrak{b} \) for which \( \alpha(h) \neq 0 \). Then, \( [h, x] = \alpha(h) x \) implies that \( x \in [\mathfrak{g}, \mathfrak{g}] \). This is a contradiction. Therefore, \( \mathfrak{b} \) indeed surjects onto \( \mathfrak{g}/[\mathfrak{g}, \mathfrak{g}] \).

To show that \( \mathfrak{b} := \mathfrak{b} \cap [\mathfrak{g}, \mathfrak{g}] \) is a splitting maximal toral subalgebra of \( \mathfrak{g} := [\mathfrak{g}, \mathfrak{g}] \), we first note that, for each positive integer \( n \),

\[
[\mathfrak{g}_n, \mathfrak{g}_n] = \mathfrak{g} \cap \mathfrak{g}_n =: \mathfrak{g}_n.
\] (2.4)

As \( \mathfrak{g}_n \) is a finite-dimensional reductive Lie algebra,

\[
\mathfrak{g}_n = \mathfrak{g}_n + \mathfrak{z}_n,
\] (2.5)

where \( \mathfrak{z}_n \) is the center of the Lie algebra \( \mathfrak{g}_n \). As \( \mathfrak{b}_n = \mathfrak{b} \cap \mathfrak{g}_n \) is a maximal toral subalgebra of \( \mathfrak{g}_n \), we conclude that

\[
\mathfrak{b}_n = \mathfrak{b}_n + \mathfrak{z}_n
\] (2.6)
for some maximal toral subalgebra \( \tilde{h}_n \) of \( \tilde{g}_n \). Ergo, \( \tilde{h}_n = h_n \cap \tilde{g}_n \).

The image of the inclusion \( \tilde{g}_n \hookrightarrow \tilde{g}_{n+1} \) restricted onto \( \tilde{h}_n \) lies in
\[
\tilde{g}_{n+1} \cap h_{n+1} = \tilde{h}_{n+1}
\]
as \( \tilde{b}_n \subseteq \tilde{g}_n = [g_n, g_n] \) and \( \tilde{b}_n \subseteq h_n \). Thus, the inclusion \( \tilde{g}_n \hookrightarrow \tilde{g}_{n+1} \) induces an embedding \( \tilde{b}_n \hookrightarrow \tilde{b}_{n+1} \). This means \( \tilde{h} \) is the direct limit of the maximal toral subalgebras \( \tilde{h}_n \subseteq \tilde{g}_n \), making \( \tilde{h} \) a maximal toral subalgebra of \( \tilde{g} \). Since the inclusion \( \tilde{g}_n \hookrightarrow \tilde{g}_{n+1} \) is a root inclusion with respect to \( b_{n+1} \), the induced inclusion \( \tilde{g}_n \hookrightarrow \tilde{g}_{n+1} \) is also a root inclusion with respect to \( \tilde{b}_{n+1} \). Now, \( \tilde{g}_n \) has a \( \tilde{h}_n \)-root decomposition, whence the \( \tilde{h}_n \)-root spaces of \( \tilde{g}_n \) are \( \tilde{b} \)-root spaces of \( \tilde{g} \). Since \( \tilde{g} = \bigcup_{n \in \mathbb{Z}_{>0}} \tilde{g}_n \), we deduce that \( \tilde{g} \) has a \( \tilde{b} \)-root decomposition, and the proof is now complete.

Q.E.D.

In general, a \textit{locally reductive Lie algebra} has a Jordan decomposition (see [11]). Note that a root-reductive Lie algebra is also locally reductive. Therefore, the Jordan decomposition of \( x \in g_n \) is the same as the Jordan decomposition of \( x \) considered as an element of \( g_{n+k} \) for every integer \( k > 0 \). Consequently, this defines a (unique) decomposition of \( x \) as the sum of a semisimple part \( x_{ss} \) and a nilpotent part \( x_{nil} \).

\textbf{Definition 2.8.} For a root-reductive Lie algebra \( g \), a subalgebra \( \mathfrak{t} \) is a \textit{Cartan subalgebra} if \( \mathfrak{t} \) is the centralizer of the subset \( t_{ss} \overset{\text{def}}{=} \{ x_{ss} \mid x \in \mathfrak{t} \} \). A Cartan subalgebra \( \mathfrak{t} \subseteq g \) is \textit{splitting} if \( g \) is a \( t_{ss} \)-weight module (noting that \( t_{ss} \) is in fact a toral subalgebra of \( g \)).

From Theorem 2.7, we obtain the corollary below. In [11], it is proven that, if \( \mathfrak{t} \) is a Cartan subalgebra of \( g \), then \( t_{ss} \) is a maximal toral subalgebra. This article also shows that, for the Lie algebras \( \mathfrak{gl}_\infty, \mathfrak{sl}_\infty, \mathfrak{so}_\infty, \) and \( \mathfrak{sp}_\infty \), a subalgebra is a splitting maximal toral algebra if and only if it is a splitting Cartan subalgebra.

\textbf{Corollary 2.9.} If a subalgebra \( \mathfrak{h} \) of a root-reductive Lie algebra \( g \) is a splitting maximal toral subalgebra, then \( \mathfrak{h} \) is a splitting Cartan subalgebra.

In the rest of this dissertation, we work with splitting maximal toral subalgebras.
2.2 Weight Modules

Let $M$ be a $g$-module. For each $\lambda \in \mathfrak{h}^*$, define $M^\lambda$ to be the subspace
\[ M^\lambda \overset{\text{def}}{=} \{ v \in M \mid h \cdot v = \lambda(h) v \text{ for all } h \in \mathfrak{b} \}. \] (2.8)
If $M^\lambda \neq 0$, $\lambda$ is said to be a weight of $M$, $M^\lambda$ is called a weight space of $M$, and elements of $M^\lambda$ are known as weight vectors. If
\[ M = \bigoplus_{\lambda \in \mathfrak{h}^*} M^\lambda, \] (2.9)
then $M$ is called an $\mathfrak{h}$-weight module, or simply a weight module, over $g$. If $M$ is a weight $g$-module, then so are its submodules and quotients. The proof of this fact is similar to Proposition 1.5 of [21]. Note also that the direct sum of a collection of weight modules is also a weight module.

A $g$-module $M$ is said to be a cyclic module over $g$ if it is generated as a $\mathfrak{u}(g)$-module by a single nonzero element. A cyclic $g$-module $M$ generated by $v \neq 0$ is said to be a highest-weight module with respect to the Borel subalgebra $\mathfrak{b}$ if
\[ n \cdot v = 0 \] (2.10)
and there exists a weight $\lambda \in \mathfrak{h}^*$, known as the highest weight of $M$, such that
\[ h \cdot v = \lambda(h) v \] (2.11)
for each $h \in \mathfrak{b}$. The vector $v$ is then called a highest-weight vector of $M$. If $M$ is a highest-weight module over $g$ with highest weight $\lambda \in \mathfrak{h}^*$, then $M$ is a weight $g$-module. Moreover, it follows immediately from the PBW Theorem that all possible weights of $M$ lie within $\lambda + \Lambda^-$.

For a $g$-module $M$ (not necessarily a highest-weight module), a nonzero element $v \in M$ is called a singular vector (with respect to $\mathfrak{b}$) if $n \cdot v = 0$. Furthermore, a weight $\lambda$ of $M$ is said to be a singular weight if the weight space $M^\lambda$ contains a singular vector. A subspace of $M^\lambda$ is a singular subspace if it consists of singular vectors. Note that a highest-weight vector of a highest-weight module is a singular vector, and the highest weight of this module is a singular weight.

**Definition 2.10.** For every $\lambda \in \mathfrak{h}^*$, we define the Verma module over $g$ of highest weight $\lambda$ to be the left $\mathfrak{u}(g)$-module
\[ \mathfrak{M}(\lambda; g, \mathfrak{b}, \mathfrak{h}) \overset{\text{def}}{=} \mathfrak{u}(g)/I, \] (2.12)
where $I$ is the left $\mathfrak{u}(g)$-ideal generated by $n$ and $h - \lambda(h) 1_{\mathfrak{u}(g)}$, for all $h \in \mathfrak{h}$. If there is no confusion, we shall write $\mathfrak{M}(\lambda)$ for $\mathfrak{M}(\lambda; g, \mathfrak{b}, \mathfrak{h})$. 
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Remark 2.11. Note that $\mathfrak{M}(\lambda; g, b, h)$ has a unique maximal proper $g$-submodule, which is denoted by $\mathcal{N}(\lambda; g, b, h)$ (or by $\mathfrak{U}(\lambda)$ when there is no ambiguity). The submodule $\mathcal{N}(\lambda; g, b, h)$ is the sum of all proper submodules of $\mathfrak{M}(\lambda; g, b, h)$. Consequently, $L(\lambda; g, b, h) \overset{\text{def}}{=} \mathfrak{M}(\lambda; g, b, h)/\mathcal{N}(\lambda; g, b, h)$, \hfill (2.13)
\begin{equation}
L(\lambda; g, b, h) \overset{\text{def}}{=} \mathfrak{M}(\lambda; g, b, h)/\mathcal{N}(\lambda; g, b, h),
\end{equation}
is the unique simple quotient of $\mathfrak{M}(\lambda; g, b, h)$ (also denoted by $L(\lambda)$ if there is no confusion). This has been pointed out in [24].

Let $v_\lambda$ be the image of $1_{\mathfrak{U}(g)}$ under the canonical projection $\mathfrak{U}(g) \to \mathfrak{U}(g)/I$. Clearly, $v_\lambda$ is a highest-weight vector of $\mathfrak{M}(\lambda)$ with weight $\lambda$. Thus, $\mathfrak{M}(\lambda)$, being generated by $v_\lambda$, is a highest-weight module over $g$ with highest weight $\lambda$. It also follows that, for any highest-weight module $M$ over $g$ with highest weight $\lambda$, there is a unique epimorphism $\sigma: \mathfrak{M}(\lambda) \to M$ of $\mathfrak{U}(g)$-modules, up to scalar multiples. This is the universal property of the Verma modules. Hence, $L(\lambda)$ is (up to isomorphism) the unique simple highest-weight module over $g$ with highest weight $\lambda$.

Note also that $\mathfrak{M}(\lambda)$ is isomorphic to $\mathfrak{U}\left(n^-\right)$ as a left $\mathfrak{U}\left(n^-\right)$-module. The homomorphism $\mathfrak{U}\left(n^-\right) \to \mathfrak{M}(\lambda)$ sending $1_{\mathfrak{U}(n-)}$ to $v_\lambda$ is obviously an isomorphism of left $\mathfrak{U}\left(n^-\right)$-modules.

2.3 Dynkin Borel Subalgebras

In this subsection, $g$ need not be finite-dimensional. Furthermore, let $\rho_n$ denote the half sum of positive roots of $\mathfrak{g}_n$ with respect to $\mathfrak{b}_n$ (sometimes, the linear functionals $\rho_n$ are called the local half sum of positive roots).

Definition 2.12. We say that $\mathfrak{b}$ is a Dynkin Borel subalgebra of $\mathfrak{g}$ if it is generated by $\mathfrak{h}$ and the simple root spaces.

Definition 2.13. A $\mathfrak{b}$-positive root $\alpha$ is of finite length (with respect to $\mathfrak{b}$) if there are only finitely many ways to express it as a sum of positive roots; otherwise, $\alpha$ is of infinite length (with respect to $\mathfrak{b}$). A $\mathfrak{b}$-negative root $\alpha$ is said to be of finite length (with respect to $\mathfrak{b}$) if the positive root $-\alpha$ is of finite length; otherwise, $\alpha$ is of infinite length (with respect to $\mathfrak{b}$).

It is an easy exercise to prove that $\mathfrak{b}$ is Dynkin if and only if every root is of finite length.
(with respect to $b$). Furthermore, the partial order $\preceq$ on $\mathfrak{h}^*$ induced by $b$ is locally finite\footnote{A partially ordered set $(\mathcal{P}, \leq)$ is said to be \textit{locally finite} if the set $\{x \in \mathcal{P} | a \leq x \leq b\}$ is finite for every $a, b \in \mathcal{P}.$} if and only if $b$ is Dynkin. In other words, a Dynkin Borel subalgebra $b$ is the direct sum of $\mathfrak{h}$ and the root spaces corresponding to roots of finite length.

**Proposition 2.14.** Let $b$ be a Dynkin borel subalgebra of $\mathfrak{g}$. Then,

$$\rho_{n+1}\big|_{\mathfrak{h}_n} = \rho_n$$

for every positive integer $n$.

**Proof:** Let $(\alpha_m)_{m \in \mathbb{Z}_{\geq 0}}$ be an ordering the simple positive roots of $\mathfrak{g}$ such that, for some positive integers $t_1 < t_2 < t_3 < \ldots$, the $\mathbb{K}$-span of the coroots $h_{\alpha_1}, h_{\alpha_2}, \ldots, h_{\alpha_{t_n}}$ is precisely $\mathfrak{b}_n$. Let $\omega_{n,i} \in \mathfrak{b}_n^\ast$ be the \textit{fundamental weight} associated to $\alpha_i|_{\mathfrak{h}_n}$ (of $\mathfrak{g}_n$, with respect to the Cartan subalgebra $\mathfrak{h}_n$); in other words,

$$\omega_{n,i}(h_{\alpha_j}) = \delta_{i,j}$$

(2.15)

for $i, j \in \{1, 2, \ldots, t_n\}$, where $\delta$ is the Kronecker delta. We extend $\omega_{n,i}$ to $\omega_i \in \mathfrak{h}^\ast$ by setting

$$\omega_i(h_{\alpha_j}) = \begin{cases} \omega_{n,i}(h_{\alpha_j}) & \text{if } j \leq t_n, \\ 0 & \text{if } j > t_n. \end{cases}$$

(2.16)

Note that $\omega_i$ does not depend on $n$.

Now, we have

$$\rho_n = \sum_{i=1}^{t_n} \omega_{n,i} = \left( \sum_{i=1}^{t_n} \omega_i \right)\big|_{\mathfrak{h}_n}.$$  

(2.17)

Similarly,

$$\rho_{n+1} = \left( \sum_{i=1}^{t_{n+1}} \omega_i \right)\big|_{\mathfrak{h}_{n+1}}.$$  

(2.18)

so that $\rho_{n+1}|_{\mathfrak{h}_n} = \left( \sum_{i=1}^{t_{n+1}} \omega_i \right)\big|_{\mathfrak{h}_n}$. Ergo,

$$\rho_{n+1}|_{\mathfrak{h}_n} - \rho_n = \left( \sum_{i=t_{n+1}} \omega_i \right)\big|_{\mathfrak{h}_n}.$$  

(2.19)

As $\omega_i\big|_{\mathfrak{h}_n} = 0$ whenever $i > t_n$, the proposition follows. \ \textbf{Q.E.D.}
Corollary 2.15. There exists $\rho \in \mathfrak{h}^*$ such that $\rho|_{\mathfrak{b}_n} = \rho_n$ for every $n \in \mathbb{Z}_{>0}$ if and only if $\mathfrak{b}$ is a Dynkin Borel subalgebra. That is, a global half sum of $\mathfrak{b}$-positive roots $\rho$ is well defined. Furthermore, if $\mathfrak{g}$ is locally semisimple (i.e., each $\mathfrak{g}_n$ is semisimple) and $\mathfrak{b}$ is Dynkin, then $\rho$ is unique.

Proof: The uniqueness part when $\mathfrak{g}$ is locally semisimple is clear. For the existence when $\mathfrak{b}$ is Dynkin, we consider $h = \sum_{i=1}^{l} k_i h_{\alpha_i}$ with $k_i \in \mathbb{K}$, where the $\alpha_i \in \mathfrak{h}^*$ and $h_{\alpha_i} \in \mathfrak{h}$ are as in the proof of Proposition 2.14. Take $\rho \in \mathfrak{h}^*$ to be the map such that

$$\rho(h) = \sum_{i=1}^{l} k_i.$$ (2.20)

Obviously, $\rho$ is well defined and $\rho|_{\mathfrak{b}_n} = \rho_n$ for every $n$.

If $\mathfrak{b}$ is not Dynkin, then there is a positive root $\alpha$ of infinite length. We can then write $\alpha$ as an arbitrary large sum of positive roots. Suppose that

$$\alpha = \beta_1 + \beta_2 + \ldots + \beta_m$$ (2.21)

for some positive roots $\beta_1, \beta_2, \ldots, \beta_m$. If $\rho$ exists, then we note that $\rho(h_{\beta})$ is a positive integer for every positive root $\beta$. Hence,

$$\rho(h_\alpha) = \sum_{i=1}^{m} \rho(h_{\beta_i}) \geq m.$$ (2.22)

As $m$ can be arbitrarily large, $\rho(h_\alpha)$ is not defined, leading to a contradiction. Q.E.D.

From the corollary above, Dynkin Borel subalgebras play a distinguished role because the existence of the global half sum of positive roots $\rho$ allows us to define the dot action of the Weyl group $W$ of $\mathfrak{g}$:

$$w \cdot \lambda \overset{\text{def}}{=} w(\lambda + \rho) - \rho$$ (2.23)

for all $w \in W$ and $\lambda \in \mathfrak{h}^*$.

2.4 The Lie Algebras $\mathfrak{gl}_\infty$, $\mathfrak{sl}_\infty$, $\mathfrak{so}_\infty$, and $\mathfrak{sp}_\infty$

The material in this subsection is based on [26]. For every positive integer $k$, we shall write $\mathfrak{gl}_k$ for $\mathfrak{gl}_k(\mathbb{K})$. The embeddings $\mathfrak{gl}_k \rightarrow \mathfrak{gl}_{k+1}$ sending

$$X \mapsto \begin{bmatrix} X & 0_{k \times 1} \\ 0_{1 \times k} & 0 \end{bmatrix}$$ (2.24)
for every $X \in \mathfrak{gl}_k$ make $(\mathfrak{gl}_k)_{k \in \mathbb{Z}_{>0}}$ a directed system. The direct limit $\lim_{k} \mathfrak{gl}_k$ is denoted by $\mathfrak{gl}_\infty$. For simplicity, we write $\mathfrak{g}$ for $\mathfrak{gl}_\infty$ and $\mathfrak{g}_n$ for the subalgebra $\mathfrak{gl}_n \subseteq \mathfrak{g}$, where $n \in \mathbb{Z}_{>0}$.

Now, let $V$ and $V_*$ be countable-dimensional vector spaces along with a nondegenerate bilinear form $\langle \cdot, \cdot \rangle : V \times V_* \to \mathbb{K}$. Then there exist ordered bases $(v^i)_{i \in \mathbb{Z}_{>0}}$ of $V$ and $(v^*_j)_{j \in \mathbb{Z}_{>0}}$ of $V_*$ such that
\[
\langle v^i, v^*_j \rangle = \delta^{i,j} \tag{2.25}
\]
for all $i, j \in \mathbb{Z}_{>0}$, where $\delta$ is the Kronecker delta. We can identify $V_*$ with a subspace of the dual space $V^*$ of $V$ via the identification $v^*_j \mapsto \langle \cdot, v^*_j \rangle$ for each $v^*_j \in V_*$. We call $V_*$ the restricted dual of $V$.

For every $n \in \mathbb{Z}_{>0}$, write $V^n$ for the $\mathbb{K}$-span of $\{v^1, v^2, \ldots, v^n\}$ and $V_*^n$ for the $\mathbb{K}$-span of $\{v^*_1, v^*_2, \ldots, v^*_n\}$. Clearly, for each positive integer $n$, $V^n$ and $V_*^n$ have natural $\mathfrak{g}_n$-module structures and $V^n \otimes V_*^n$ is isomorphic as a Lie algebra to $\mathfrak{g}_n$ (the tensor product is defined over $\mathbb{K}$). Trivially,
\[
V = \lim_{\to} V^n \text{ and } V_* = \lim_{\to} V_*^n \tag{2.26}
\]
(where the maps are the usual inclusions) are then $\mathfrak{g}$-modules, known as the natural $\mathfrak{g}$-module and the conatural $\mathfrak{g}$-module, respectively.

Note that $V \otimes V_*$ is an associative algebra under the multiplication defined by
\[
(u \otimes u_*) \cdot (v \otimes v_*) \overset{\text{def}}{=} \langle v, u_* \rangle \ u \otimes v_*, \tag{2.27}
\]
for all $u, v \in V$ and $u_*, v_* \in V_*$. Consequently, $\mathfrak{g} = \mathfrak{gl}_\infty$ is precisely $V \otimes V_*$ if one endows $V \otimes V_*$ with the Lie algebra structure associated to the multiplication (2.27).

Let $\prec$ be a (strict) total order on the set $\mathbb{Z}_{>0}$. For $i, j \in \mathbb{Z}_{>0}$, write $E_{i,j} \in \mathfrak{g}$ for the matrix with 1 on the $(i, j)$-entry and 0 everywhere else. The subalgebra
\[
b = b_{\text{diag}} := \bigoplus_{i \in \mathbb{Z}_{>0}} \mathbb{K} E_{i,i} \tag{2.28}
\]
of diagonal elements is a splitting maximal toral subalgebra of $\mathfrak{g}$ (see [23]). The symbol $\epsilon_i$ represents the linear map in $b^*$ sending $h \in b$ to its $i$-th diagonal entry. Let $b$ be the splitting Borel subalgebra of $\mathfrak{g}$ with positive roots of the form $\epsilon_i - \epsilon_j$, where $i, j \in \mathbb{Z}_{>0}$ such that $i \prec j$. Then we have a root space decomposition
\[
\mathfrak{g} = b \oplus \bigoplus_{\alpha \in \Delta} \mathfrak{g}^\alpha, \tag{2.29}
\]

\footnote{Here, $0_{m \times n}$ is the $m$-by-$n$ zero matrix for each $m, n \in \mathbb{Z}_{>0}$}
where $\Delta$ is the set of roots (with $\Delta^+$ representing the set of positive roots and $\Delta^- = -\Delta^+$ being the set of negative roots). Hence, $b = b \oplus n$, where $n = n^+$ is the locally nilpotent subalgebra $\bigoplus_{\alpha \in \Delta^+} g^\alpha$, whose opposite algebra is

$$n^- = \bigoplus_{\alpha \in \Delta^-} g^\alpha$$  \hspace{1cm} (2.30)

(whence $b^- = b \oplus n^-$ is the opposite algebra of $b = b^+$).

Here are some Dynkin Borel subalgebras of $\mathfrak{gl}_\infty$ containing $\mathfrak{n}$. The one-sided Dynkin Borel subalgebra $b = b_{1st} = b_{1st}^+$ is given by the natural order on $\mathbb{Z}_{>0}$:

$$1 \prec 2 \prec 3 \prec \ldots ,$$  \hspace{1cm} (2.31)

whereas the two-sided Dynkin Borel subalgebra $b = b_{2st}$ is given by the two-tailed ordering

$$\ldots \prec 5 \prec 3 \prec 1 \prec 2 \prec 4 \prec 6 \prec \ldots .$$  \hspace{1cm} (2.32)

The opposite subalgebra $b_{1st}^-$ to $b_{1st}$ is also a Dynkin Borel subalgebra and it is given by the ordering

$$\ldots \prec 3 \prec 2 \prec 1 .$$  \hspace{1cm} (2.33)

The Lie algebras $\mathfrak{sl}_\infty$, $\mathfrak{so}_\infty$, and $\mathfrak{sp}_\infty$ are subalgebras of $\mathfrak{gl}_\infty$ defined in the obvious manner. That is, these Lie algebras are the direct limits of the finite-dimensional Lie algebras $\mathfrak{sl}_n$, $\mathfrak{so}_n$, and $\mathfrak{sp}_{2n}$ with respect to the embeddings

$$X \mapsto \begin{bmatrix} X & 0_{n \times j} \\ 0_{j \times n} & 0_{j \times j} \end{bmatrix},$$  \hspace{1cm} (2.34)

where $j = 1$ in the case of $\mathfrak{sl}_\infty$ and $\mathfrak{so}_\infty$, and $j = 2$ in the case of $\mathfrak{sp}_\infty$. The following classification theorem of root-reductive Lie algebras is fully stated in [11] and proven in [14].

**Theorem 2.16.** Let $g$ be a root-reductive Lie algebra. Then, $[g, g]$ is isomorphic to a direct sum of finite-dimensional simple Lie algebras, as well as copies of $\mathfrak{sl}_\infty$, $\mathfrak{so}_\infty$, and $\mathfrak{sp}_\infty$, each with at most countable multiplicities. Furthermore, $g$ is a semidirect sum $[g, g] \subset \mathfrak{a}$ for some abelian Lie algebra $\mathfrak{a}$. (The sign $\subset$ denotes semidirect sum of Lie algebras, with the round side pointing towards the ideal.)

For example, the root-reductive Lie algebra $\mathfrak{gl}_\infty$ is given by $\mathfrak{sl}_\infty \subset \mathbb{K}$. Note that this semidirect sum is not direct.
3 Some Examples

3.1 Countable-Dimensional Finitary Simple Lie Algebras

A result by Baranov and Strade [1] gives a complete list of countable-dimensional finitary simple Lie algebras. All such Lie algebras are isomorphic to $\mathfrak{sl}_\infty$, $\mathfrak{so}_\infty$, or $\mathfrak{sp}_\infty$. To clarify, $\mathfrak{sl}_\infty$ is the Lie algebra of traceless finitary matrices whose columns and rows are indexed by $\mathbb{Z}_{>0}$. Then, $\mathfrak{so}_\infty$ is a subalgebra of $\mathfrak{sl}_\infty$ consisting of antisymmetric matrices. Let $J$ denote the matrix

$$J := \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & \cdots \\
-1 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 1 & 0 & \cdots \\
0 & 0 & -1 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}. \tag{3.1}
$$

Then $\mathfrak{sp}_\infty$ consists of matrices $X \in \mathfrak{sl}_\infty$ such that $X^T J + JX = 0$.

Let $\mathfrak{h}_A$ denote the subalgebra of $\mathfrak{sl}_\infty$ consisting of diagonal matrices. Thus, $\mathfrak{h}_A$ is spanned over $\mathbb{K}$ by

$$E_{k,k} - E_{k+1,k+1}, \tag{3.2}$$

for $k = 1, 2, 3, \ldots$. Up to automorphism of $\mathfrak{sl}_\infty$, $\mathfrak{h}_A$ is the unique splitting maximal toral subalgebra of $\mathfrak{sl}_\infty$. As in Section 2.4, let $E_{i,j}$ denote the matrix in $\mathfrak{gl}_\infty$ whose $(i,j)$-entry is 1 and all other entries are 0. Write $\epsilon_k \in \mathfrak{h}_A^*$ to be the map sending $E_{k,k}$ to 1 and $E_{j,j}$ to 0 for all $j \neq k$.

For $\mathfrak{so}_\infty$, there are two distinct choices of splitting maximal toral subalgebras (up to automorphism of $\mathfrak{so}_\infty$). Let $\mathfrak{h}_B$ denote the subalgebra of $\mathfrak{so}_\infty$ spanned over $\mathbb{K}$ by the matrices

$$\sqrt{-1} (E_{2k,2k+1} - E_{2k+1,2k}) \tag{3.3}$$

for $k = 1, 2, 3, \ldots$. The subalgebra $\mathfrak{h}_B$ is the $\mathbb{K}$-span of the matrices

$$\sqrt{-1} (E_{2k-1,2k} - E_{2k,2k-1}) \tag{3.4}$$

for $k = 1, 2, 3, \ldots$. Up to automorphism of $\mathfrak{so}_\infty$, $\mathfrak{h}_B$ and $\mathfrak{h}_D$ are the only splitting maximal toral subalgebras of $\mathfrak{so}_\infty$.

For $\mathfrak{sp}_\infty$, up to automorphism of $\mathfrak{sp}_\infty$, there is a unique splitting maximal toral subalgebra, which we shall denote by $\mathfrak{h}_C$. This subalgebra $\mathfrak{h}_C$ is the $\mathbb{K}$-span of

$$E_{2k-1,2k-1} - E_{2k,2k} \tag{3.5}$$

for $k = 1, 2, 3, \ldots$. 

In the case of $h_A \subseteq \mathfrak{sl}_\infty$, we let $\epsilon_k \in h_A^*$ to be the map sending a diagonal matrix in $h$ to its $k$-th diagonal entry. Let $\delta$ denote the Kronecker delta. In the case of $h_B \subseteq \mathfrak{so}_\infty$, we define $\epsilon_k \in h_B^*$ to be the map sending

$$\sqrt{-1} (E_{2j,2j+1} - E_{2j+1,2j}) \mapsto \delta_{j,k}$$

for each $j = 1, 2, 3, \ldots$. In the case of $h_D \subseteq \mathfrak{so}_\infty$, we define $\epsilon_k \in h_D^*$ to be the map sending

$$\sqrt{-1} (E_{2j-1,2j} - E_{2j,2j-1}) \mapsto \delta_{j,k}$$

for all $j = 1, 2, 3, \ldots$. In the case of $h_C \subseteq \mathfrak{sp}_\infty$, we set $\epsilon_k \in h_C^*$ to be the map sending

$$E_{2j-1,2j-1} - E_{2j,2j} \mapsto \delta_{j,k}$$

for every $j = 1, 2, 3, \ldots$.

Splitting Borel subalgebras $b$ of $\mathfrak{sl}_\infty$ containing $h_A$ are in a one-to-one correspondence with total orders $\prec$ on $\mathbb{Z}_{>0}$ via

$$b := h_A \oplus \bigoplus_{i<j} \mathbb{K} E_{i,j}.$$  \hspace{1cm} (3.9)

Dynkin Borel subalgebras $b$ (defined in Section 2.3) of $\mathfrak{sl}_\infty$ containing $h_A$ correspond to locally finite total orderings of $\mathbb{Z}_{>0}$. Up to automorphism of $\mathfrak{sl}_\infty$, there are only two possible Dynkin Borel subalgebras. One is $b_{1A}$ given by the natural order $1 \prec 2 \prec 3 \prec \ldots$ on $\mathbb{Z}_{>0}$, and has the following Dynkin diagram $A_1^\infty$-sided:

$$\cdots \cdots$$  \hspace{1cm} (3.10)

The other is $b_{2A}$ given by the two-sided ordering $\ldots \prec 5 \prec 3 \prec 1 \prec 2 \prec 4 \prec 6 \prec \ldots$ on $\mathbb{Z}_{>0}$ and has the following Dynkin diagram $A_2^\infty$-sided:

$$\cdots \cdots$$  \hspace{1cm} (3.11)

There are uncountably many non-Dynkin Borel subalgebras of $\mathfrak{sl}_\infty$ containing $h_A$, for instance, the Borel subalgebra associated to the following total ordering on $\mathbb{Z}_{>0}$:

$$1 \prec 3 \prec 5 \prec \ldots \prec 6 \prec 4 \prec 2.$$  \hspace{1cm} (3.12)

There are also dense total orders\(^3\) on $\mathbb{Z}_{>0}$, making $\mathbb{Z}_{>0}$ isomorphic to $\mathbb{Q}$, $\mathbb{Q} \cup \{+\infty\}$, $\mathbb{Q} \cup \{-\infty\}$, and $\mathbb{Q} \cup \{-\infty, +\infty\}$ as an ordered set, and they correspond to “highly non-Dynkin” Borel subalgebras of $\mathfrak{sl}_\infty$ containing $h_A$.

For $\mathfrak{so}_\infty$, up to automorphism of $\mathfrak{so}_\infty$, there is one Dynkin Borel subalgebra $b_B$ containing $h_B$. It is associated to the set of simple positive roots

$$\Sigma_B^+ := \{-\epsilon_1, \epsilon_1 - \epsilon_2, \epsilon_2 - \epsilon_3, \epsilon_3 - \epsilon_4, \ldots\}$$

\(^3\)A partially ordered set $(\mathcal{P}, \prec)$ is said to be dense if, for any $a, b \in \mathcal{P}$ with $a \prec b$, there exists $c \in \mathcal{P}$ such that $a \prec c \prec b$.\]
and has the following Dynkin diagram $B_\infty$:

$$\begin{align*}
\bullet & \prec \bullet \bullet \bullet \bullet \bullet \bullet \\
(3.14)
\end{align*}$$

Up to automorphism of $\mathfrak{so}_\infty$, there is also one Dynkin Borel subalgebra $b_D$ containing $h_D$. It is associated with the set of simple positive roots

$$\Sigma_D^+ := \{-\epsilon_1 - \epsilon_2, \epsilon_1 - \epsilon_2, \epsilon_2 - \epsilon_3, \epsilon_3 - \epsilon_4, \ldots\}$$

and has the following Dynkin diagram $D_\infty$:

$$\begin{align*}
\bullet & \prec \bullet \bullet \bullet \bullet \\
(3.16)
\end{align*}$$

For $\mathfrak{sp}_\infty$, there is only one Dynkin Borel subalgebra $b_C$ containing $h_C$ up to automorphism of $\mathfrak{sp}_\infty$. It is given by the set of simple positive roots

$$\Sigma_C^+ := \{-2\epsilon_1, \epsilon_1 - \epsilon_2, \epsilon_2 - \epsilon_3, \epsilon_3 - \epsilon_4, \ldots\}$$

and has the following Dynkin diagram $C_\infty$:

$$\begin{align*}
\bullet & \prec \bullet \bullet \bullet \bullet \bullet \\
(3.18)
\end{align*}$$

Since the Lie algebras $\mathfrak{sl}_\infty$, $\mathfrak{so}_\infty$, and $\mathfrak{sp}_\infty$ are locally simple, and the respective Borel subalgebras $b_{1A}$, $b_{2A}$, $b_B$, $b_C$, and $b_D$ are Dynkin, there is a unique global half sum $\rho$ of positive roots in each case. In the case of $b_{1A}$, $b_B$, $b_C$, and $b_D$,

$$\rho = \begin{cases} 
- \sum_{k=1}^{\infty} (k - 1) \epsilon_k, & \text{if } b = b_{1A} \text{ or } b = b_D, \\
- \sum_{k=1}^{\infty} (-1)^k \left\lfloor \frac{k}{2} \right\rfloor \epsilon_k, & \text{if } b = b_{2A}, \\
- \sum_{k=1}^{\infty} \frac{2k - 1}{2} \epsilon_k, & \text{if } b = b_B, \\
- \sum_{k=1}^{\infty} k \epsilon_k, & \text{if } b = b_C,
\end{cases}$$

(3.19)

If we represent $\lambda = \sum_{k=1}^{\infty} \lambda^k \epsilon_k \in h^*$ by the a sequence $(\lambda^1, \lambda^2, \ldots)$, then

$$\rho = \begin{cases} 
(0, -1, -2, -3, \ldots), & \text{if } b = b_{1A} \text{ or } b = b_D, \\
(0, 1, -1, 2, -2, 3, -3, \ldots), & \text{if } b = b_{2A}, \\
(-\frac{1}{2}, \frac{3}{2}, -\frac{5}{2}, \ldots), & \text{if } b = b_B, \\
(-1, -2, -3, \ldots), & \text{if } b = b_C,
\end{cases}$$

(3.20)
3 SOME EXAMPLES

3.2 $r$-Layered $\mathfrak{gl}_\infty$

Fix $r \in \mathbb{Z}_{>0}$. For each $k \in \{2, \ldots, r\}$, let

$$T_k := \sum_{j=1}^{\infty} E_{kj,kj}, \quad (3.21)$$

where $E_{i,j}$ is as defined in Section 2.4. The $r$-layered general linear Lie algebra, denoted by $\mathfrak{gl}_r^{[r]}$, is given by

$$\mathfrak{gl}_r^{[r]} := \begin{cases} \mathfrak{sl}_\infty, & \text{for } r = 0, \\ \mathfrak{gl}_\infty, & \text{for } r = 1, \\ \mathfrak{gl}_\infty \oplus \bigoplus_{k=2}^{r} K T_k, & \text{for } r \geq 2, \end{cases} \quad (3.22)$$

where the direct sum in the case $r \geq 2$ is a direct sum of vector spaces. Since we have embeddings $\mathfrak{gl}_r^{[r]} \subseteq \mathfrak{gl}_{r+1}^{[r+1]}$ for all $r \in \mathbb{Z}_{>0}$, we set

$$\mathfrak{gl}_\omega^{[\omega]} := \lim_{r \to \infty} \mathfrak{gl}_r^{[r]} = \bigcup_{r=1}^{\infty} \mathfrak{gl}_r^{[r]}, \quad (3.23)$$

where $\omega$ denotes the least infinite ordinal number.

**Lemma 3.1.** For $r \in \{1, 2, \ldots\} \cup \{\omega\}$, there exists a splitting short exact sequence

$$0 \to \mathfrak{sl}_\infty \to \mathfrak{gl}_r^{[r]} \to \mathbb{K}^r \to 0. \quad (3.24)$$

Thus, $\mathfrak{gl}_r^{[r]}$ is a semidirect sum $\mathfrak{sl}_\infty \oplus \mathbb{K}^r$. This sum is, however, not direct.

**Proof:** Equation (3.22) implies that the short exact sequence (3.24) is splitting for finite $r$. For $r = \omega$, we have $\mathfrak{gl}_\omega^{[\omega]} = \mathfrak{gl}_\infty \oplus \bigoplus_{k=2}^{\omega} \mathbb{K} T_k$, which also implies that (3.24) is splitting.

Now, the semidirect sum $\mathfrak{gl}_\omega^{[\omega]} = \mathfrak{sl}_\infty \oplus \mathbb{K}^r$ is not direct because the only matrices commuting with $\mathfrak{sl}_\infty$ are scalar multiples of the identity matrix $I$. Nonetheless, the matrix $I$ is not in $\mathfrak{gl}_\omega^{[\omega]}$.

Q.E.D.

**Remark 3.2.** Let $r \in \{1, 2, \ldots\} \cup \{\omega\}$. we have the following filtration of $\mathfrak{g} = \mathfrak{gl}_r^{[r]}$ by ideals:

$$0 \subseteq \mathfrak{gl}_\infty^{[0]} \subseteq \mathfrak{gl}_\infty^{[1]} \subseteq \mathfrak{gl}_\infty^{[2]} \subseteq \cdots \subseteq \mathfrak{gl}_\infty^{[r]}, \quad (3.25)$$

Furthermore, for every nonnegative integer $k < r$, $\mathfrak{gl}_\infty^{[k]}$ is not a direct summand of $\mathfrak{gl}_\infty^{[r]}$, and $\mathfrak{gl}_\infty^{[r]} = \mathfrak{gl}_\infty^{[\omega]} \oplus \mathbb{K}^{-k}$. (Here, $\omega - k$ is equal to the ordinal number $\omega$ for every $k = 0, 1, 2, \ldots$)
The subalgebra \( \mathfrak{h} := \mathfrak{h}_{\text{diag}} \) consisting of diagonal matrices is a splitting maximal toral subalgebra of \( \mathfrak{gl}_\infty^{[r]} \). Moreover, we have the following root space decomposition of \( \mathfrak{gl}_\infty^{[r]} \):

\[
\mathfrak{gl}_\infty^{[r]} = \mathfrak{h} \oplus \bigoplus_{i \neq j} \mathbb{K} \mathbf{E}_{i,j},
\]

(3.26)

This decomposition is identical to that of \( \mathfrak{gl}_\infty \) (with respect to \( \mathfrak{h}_{\text{diag}} \)), or \( \mathfrak{sl}_\infty \) (with respect to \( \mathfrak{h}_\Lambda \)). Hence, splitting Borel subalgebras \( \mathfrak{b} \) of \( \mathfrak{gl}_\infty^{[r]} \) are also described by total orders on \( \mathbb{Z}_{>0} \). Up to automorphism of \( \mathfrak{gl}_\infty^{[r]} \), there are also two Dynkin Borel subalgebras containing \( \mathfrak{h} \).

### 3.3 Twisted \( \mathfrak{gl}_\infty \)

For each \( n \in \mathbb{Z}_{>0} \), let \( \iota_n : \mathfrak{gl}_{2n} \to \mathfrak{gl}_{2(n+1)} \) be the embedding

\[
X \mapsto \begin{bmatrix}
X & 0_{2n \times 1} & 0_{2n \times 1} \\
0_{1 \times 2n} & \frac{1}{n} \text{Tr}(X) & 0 \\
0_{1 \times 2n} & 0 & 0
\end{bmatrix}
\]

(3.27)

for every \( X \in \mathfrak{gl}_{2n} \). The *twisted general linear Lie algebra*, denoted by \( \mathfrak{gl}_\infty^\# \), is the inductive limit of the inclusions \( \iota_n \). For simplicity, write \( \mathfrak{g}_n \) for the image of \( \mathfrak{gl}_{2n} \) in \( \mathfrak{gl}_\infty^\# \), and \( \mathfrak{g} \) for \( \mathfrak{gl}_\infty^\# \) itself.

It is evident that \( [\mathfrak{g}, \mathfrak{g}] \) equals \( \mathfrak{sl}_\infty \). Therefore, we have the splitting short exact sequence of Lie algebras

\[
0 \to \mathfrak{sl}_\infty \to \mathfrak{gl}_\infty^\# \to \mathbb{K} \to 0,
\]

(3.28)

where a section \( \mathbb{K} \to \mathfrak{gl}_\infty^\# \) is given by \( t \mapsto t \mathbf{B} \) for every \( t \in \mathbb{K} \), where

\[
\mathbf{B} := \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 1 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 1 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

(3.29)

for every \( t \in \mathbb{K} \). Thus, \( \mathfrak{g} = \mathfrak{gl}_\infty^\# \) is a semidirect sum \( \mathfrak{sl}_\infty \oplus \mathbb{K} \). However, \( \mathfrak{g} \neq \mathfrak{gl}_\infty \) due to the following observation. For \( \mathfrak{gl}_\infty \), any maximal toral subalgebra surjects onto \( \mathfrak{gl}_\infty / [\mathfrak{gl}_\infty, \mathfrak{gl}_\infty] \) via the quotient map (see [11]). We shall illustrate a maximal toral subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \) which does not surject on to \( \mathfrak{g}/[\mathfrak{g}, \mathfrak{g}] \).

Let \( \mathbf{E}_{i,j} \) be defined as in Section 2.4. The maximal toral subalgebra \( \mathfrak{h} \) is defined to be the \( \mathbb{K} \)-span of

\[
\left\{ \mathbf{H}_k \mid k \in \mathbb{Z}_{>0} \right\} \cup \left\{ \mathbf{D}_k \mid k \in \mathbb{Z}_{>0} \right\}.
\]

(3.30)
where
\[ H_k := E_{2k-1, 2k-1} + E_{2k, 2k} - E_{2k+1, 2k+1} - E_{2k+2, 2k+2} \] (3.31)
and
\[ D_k := E_{2k-1, 2k} + E_{2k, 2k-1} \] (3.32)

Because \( h \) lies entirely in \([g, g]\), we conclude that \( h \) maps trivially under the quotient map \( g \to g/[g, g] \). Due to Theorem 2.7, \( h \) is not a splitting maximal toral subalgebra. The current development of our theory has not yet include the case where the maximal toral subalgebra is not splitting.

For \( \mathfrak{gl}_\# \), the subalgebra \( h \) consisting of diagonal matrices is a splitting maximal toral subalgebra. That is, we have the root space decomposition
\[ \mathfrak{gl}_\# = h \oplus \bigoplus_{i \neq j} \mathbb{K} E_{i,j} \] (3.33)
4 Finite-Dimensional Background

Suppose for now that \( g \) is a finite-dimensional reductive Lie algebra, and \( \mathfrak{h} \) is a Cartan subalgebra of \( g \). The subalgebras \( \mathfrak{n} = \mathfrak{n}^+ \) and \( \mathfrak{n}^- \), as well as the sets \( \Delta, \Delta^+ \), and \( \Delta^- \), are described as in Section 2.1.

4.1 Basics

The following three theorems are fundamental (see [20] for more details).

**Theorem 4.1.** Let \( \lambda, \mu \in \mathfrak{h}^* \).

(a) There exists a unique simple submodule of \( \mathfrak{M}(\lambda) \). This submodule is also a Verma module.

(b) The dimension of \( \text{Hom}_{\mathfrak{g}}(\mathfrak{M}(\lambda), \mathfrak{M}(\mu)) \) equals 0 or 1.

(c) Any nonzero \( \mathfrak{g} \)-module homomorphism \( \varphi : \mathfrak{M}(\lambda) \to \mathfrak{M}(\mu) \) is an embedding. If such an embedding exists, then \( \lambda \preceq \mu \).

**Theorem 4.2 (Verma’s Theorem).** Let \( \lambda \in \mathfrak{h}^* \). Given a positive root \( \alpha \) such that

\[ s_\alpha \cdot \lambda \preceq \lambda, \tag{4.1} \]

then there exists an embedding

\[ \mathfrak{M}(s_\alpha \cdot \lambda) \xrightarrow{\subseteq} \mathfrak{M}(\lambda). \tag{4.2} \]

(For \( \alpha \in \Delta \), \( s_\alpha \) is the reflection with respect to \( \alpha \).)

**Theorem 4.3 (BGG Theorem).** For \( \lambda, \mu \in \mathfrak{h}^* \), there exists a nontrivial \( \mathfrak{g} \)-module homomorphism from \( \mathfrak{M}(\lambda) \) to \( \mathfrak{M}(\mu) \) if and only if \( \lambda \) is strongly linked to \( \mu \), i.e., there exist positive roots \( \alpha_1, \alpha_2, \ldots, \alpha_l \) such that

\[ \lambda = (s_{\alpha_l} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \mu \preceq (s_{\alpha_{l-1}} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \mu \preceq \cdots \preceq s_{\alpha_1} \cdot \mu \preceq \mu. \tag{4.3} \]

That is, every Verma submodule of \( \mathfrak{M}(\mu) \) is of the form \( \mathfrak{M}(w \cdot \mu) \) for some element \( w \) of the Weyl group.
For example, let $n \in \mathbb{Z}_{>0}$ and $\mathfrak{g} := \mathfrak{sl}_n$ (or, similarly, $\mathfrak{gl}_n$). We can take $\mathfrak{h}$ to be the subalgebra of diagonal elements of $\mathfrak{g}$ and $\mathfrak{b}$ to be the subalgebra of upper triangular elements. Let $\epsilon_i \in \mathfrak{h}^*$ be the map sending $h \in \mathfrak{h}$ to its $i$-th diagonal entry. Then, each $\lambda \in \mathfrak{h}^*$ can be written as $\lambda = \sum_{i=1}^{n} \lambda^i \epsilon_i$, where $\sum_{i=1}^{n} \lambda_i = 0$ for $\mathfrak{g} = \mathfrak{sl}_n$. We shall write $\lambda = (\lambda^1, \lambda^2, \ldots, \lambda^n)$ as a shorthand notation. The Weyl group $W$ is the symmetric group on $n$ letters $\mathfrak{S}_n$ and acts by permuting $\epsilon_1, \epsilon_2, \ldots, \epsilon_n$.

**Example 4.4.** Let $\mathfrak{g}$ be $\mathfrak{sl}_n$. The Borel subalgebra $\mathfrak{b}$ is the subalgebra of upper triangular matrices, and the Cartan subalgebra $\mathfrak{h}$ is the subalgebra of diagonal matrices.

Take $n := 3$ and $\lambda := \rho = (1, 0, -1)$. The Weyl group is the symmetric group on $\{1, 2, 3\}$. We shall construct a filtration of the Verma module $\mathcal{M}(\lambda)$ using three simple reflections $\varsigma_1$, $\varsigma_2$, and $\varsigma_3$, with the aim to find the (unique) simple submodule of $\mathcal{M}(\lambda)$, i.e., the socle of $\mathcal{M}(\lambda)$.

First, we may take $\varsigma_1 \in W$ to be the transposition $(1 \ 2)$. Thence,

$$\lambda_1 := \varsigma_1 \cdot \lambda = (-1, 2, -1) \preceq \lambda. \quad (4.4)$$

Next, with $\varsigma_2 := (2 \ 3)$, we have

$$\lambda_2 := \varsigma_2 \cdot \lambda_1 = (-1, -2, 3) \preceq \lambda_1. \quad (4.5)$$

Finally, with $\varsigma_3 := \varsigma_1 = (1 \ 2)$, we obtain

$$\lambda_3 := \varsigma_3 \cdot \lambda_2 = (-3, 0, 3) \preceq \lambda_2, \quad (4.6)$$

which is antidominant. That is, $\mathcal{M}(\lambda_3)$ is the unique simple submodule of $\mathcal{M}(\lambda)$ by Theorem 4.1(a). Furthermore, due to Verma’s Theorem (Theorem 4.2), we get the filtration

$$0 \subsetneq \mathcal{M}(\lambda_3) \subsetneq \mathcal{M}(\lambda_2) \subsetneq \mathcal{M}(\lambda_1) \subsetneq \mathcal{M}(\lambda) \quad (4.7)$$

of $\mathcal{M}(\lambda)$ by Verma submodules. By refining this Verma filtration, we obtain the following filtration of $\mathcal{M}(\lambda)$:

$$0 \subsetneq \mathcal{M}(\lambda_3) \subsetneq N_2 \subsetneq \mathcal{M}(\lambda_2) \subsetneq N_1 \subsetneq \mathcal{M}(\lambda_1) \subsetneq N \subsetneq \mathcal{M}(\lambda), \quad (4.8)$$

where $N$, $N_1$, and $N_2$ are maximal proper submodules of $\mathcal{M}(\lambda)$, $\mathcal{M}(\lambda_1)$, $\mathcal{M}(\lambda_2)$, respectively. Hence, we conclude that $\mathcal{M}(\lambda)$ is of length at least 6.

In fact, it can be easily shown that the filtration (4.8) is a composition series of $\mathcal{M}(\lambda)$, i.e., that module $\mathcal{M}(\lambda)$ has length 6. Firstly, $\mathcal{M}(\lambda)/N = \mathfrak{l}(\lambda)$ and

$$N = \mathcal{M}(\lambda_1) + \mathcal{M}(\lambda_1^\perp), \quad (4.9)$$
where $\lambda'_1 := (1, -2, 1)$. This means $N/\mathfrak{m} (\lambda_1) = \mathfrak{e} (\lambda'_1)$. Secondly, $\mathfrak{m} (\lambda_1) / N = \mathfrak{e} (\lambda_1)$ and

$$N_1 = \mathfrak{m} (\lambda_2) + \mathfrak{m} (\lambda'_2), \quad (4.10)$$

where $\lambda'_2 := (-3, 2, 1)$. Consequently, $N_1/\mathfrak{m} (\lambda_2) = \mathfrak{e} (\lambda'_2)$. Finally, $\mathfrak{m} (\lambda_2) / N_2 = \mathfrak{e} (\lambda_2)$ and

$$N_2 = \mathfrak{m} (\lambda_3) = \mathfrak{e} (\lambda_3). \quad (4.11)$$

Thus, all composition factors of $\mathfrak{m}(\lambda)$ are $\mathfrak{e} (\lambda)$, $\mathfrak{e} (\lambda_1)$, $\mathfrak{e} (\lambda'_1)$, $\mathfrak{e} (\lambda_2)$, $\mathfrak{e} (\lambda'_2)$, and $\mathfrak{e} (\lambda_3)$, each occurring with multiplicity 1. That is, $\mathfrak{m}(\lambda)$ is indeed of length 6.

Figure 1: Geometry of the Singular Weights of $\mathfrak{m}((1, 0, -1))$ in Example 4.4.
4.2 The Bernstein-Gelfand-Gelfand Category $O$

Consider the full subcategory $O^b_\mathfrak{g}$ of the category of $\mathfrak{g}$-modules satisfying the conditions:

O1. Every $M \in O^b_\mathfrak{g}$ is a finitely generated $\mathfrak{g}(\mathfrak{g})$-module;

O2. Each $M \in O^b_\mathfrak{g}$ is an $\mathfrak{h}$-weight $\mathfrak{g}$-module: $M = \bigoplus_{\lambda \in \mathfrak{h}^*} M^\lambda$;

O3. For each $M \in O^b_\mathfrak{g}$ and $v \in M$, the subspace $\mathfrak{u}(\mathfrak{n}) \cdot v$ of $M$ is finite-dimensional (i.e., $M$ is locally $n$-finite).

This category is known as the Bernstein-Gelfand-Gelfand (BGG) category $O$ (see [20]). In the remaining part of this subsection, we write $O$ instead of $O^b_\mathfrak{g}$.

**Theorem 4.5.** The category $O$ is both artinian and noetherian. That is, every module in $O$ are both artinian and noetherian over $\mathfrak{u}(\mathfrak{g})$. In other words, each object in $O$ has finite length.

Many finite-dimensional results are based on the artinian and noetherian properties of the category $O$. These properties do not hold in the infinite-dimensional case.

The category $O$ has a direct sum decomposition into blocks. The term “block” is defined in the same way as in [6], as given below.

**Definition 4.6.** Let Indec($C$) denote the class of indecomposable objects of a given abelian category $C$. Suppose that Indec($C$) is a set. The blocks of $C$ are equivalence classes of the finest equivalence relation $\approx$ on Indec($C$), requiring that, two indecomposable objects $X$ and $Y$ are equivalent when

$$\text{Hom}_C(X, Y) \neq 0.$$ (4.12)

**Remark 4.7.** By abuse of language, if $B$ is a full abelian subcategory of an abelian category $C$ generated by a block (as described in the previous definition) of $C$, then we also say that $B$ is a block of $C$. For example, the category of abelian groups consists of a single block—the category itself.
Let $\mathfrak{z}(g)$ be the center of $U(g)$. An algebra homomorphism $\chi : \mathfrak{z}(g) \to \mathbb{K}$ is called a central character. We know from the standard theory (see [20]) that the blocks of $O$ are of the form $O[\lambda]$, where $\lambda \in \mathfrak{h}^*$. The subcategory $O[\lambda]$ consists of modules $M \in O$ for which each weight of $M$ is in the shifted root lattice $\lambda + \Lambda$, and

$$M = \left\{ v \in M \mid \forall z \in \mathfrak{z}(g), \exists n \in \mathbb{Z}_{>0} : (z - \chi_\lambda(z))^n \cdot v = 0 \right\},$$

(4.13)

where $\chi_\lambda$ is the central character corresponding to the weight $\lambda \in \mathfrak{h}^*$. The principal block is the block $O[0]$. Note that

$$O = \bigoplus_{[\lambda] \in \Omega} O[\lambda],$$

(4.14)

where $\Omega$ is the set of equivalence classes $[\lambda]$ under the equivalence relation $\sim$ on $\mathfrak{h}^*$ defined by $\lambda \sim \mu$ if $\lambda - \mu \in \Lambda$ and $\mu \in W \cdot \lambda$.

Unfortunately, for the Lie algebras of our interest, the enveloping algebras have trivial centers. We shall need to devise a new method to study the blocks of (extended) categories $O$ of such Lie algebras.

**Remark 4.8.** Let $\mathfrak{g}$ be a reductive Lie algebra of the form

$$\mathfrak{g} = \mathfrak{s} \oplus \mathfrak{a},$$

(4.15)

where the semisimple ideal $\mathfrak{s} := [\mathfrak{g}, \mathfrak{g}]$ of $\mathfrak{g}$ is finite dimensional and the center $\mathfrak{a} := \mathfrak{z}(g)$ of $\mathfrak{g}$ is not necessarily finite dimensional (note that $\mathfrak{a}$ can be uncountable dimensional). Then, a splitting maximal toral subalgebra of $\mathfrak{g}$ (and in fact, any Cartan subalgebra of $\mathfrak{g}$) is of the form

$$\mathfrak{h} = \mathfrak{t} \oplus \mathfrak{a},$$

(4.16)

where $\mathfrak{t}$ is a Cartan subalgebra of $\mathfrak{s}$. A splitting Borel subalgebra containing $\mathfrak{h} = \mathfrak{t} \oplus \mathfrak{a}$ is of the form

$$\mathfrak{b} = \mathfrak{l} \oplus \mathfrak{a},$$

(4.17)

where $\mathfrak{l}$ is a Borel subalgebra of $\mathfrak{s}$ containing $\mathfrak{t}$.

The category $O$ for $\mathfrak{g}$ with respect to the Borel subalgebra $\mathfrak{b}$ is defined in the same way as in the finite-dimensional case, and is denoted also by $O_\mathfrak{b}$. Most results from the finite-dimensional case carries over trivially to $O_\mathfrak{b}$.
4.3 Kazhdan-Lusztig Theory

The Lie algebra $g$ is still a finite-dimensional reductive Lie algebra. Statements in this subsection are based on [19] and [20].

**Theorem 4.9.** Let $(G, S)$ be a Coxeter system, i.e., a group $G$ with identity $1_G$ generated by a finite set $S$ with a presentation of the form

$$\langle S \mid (st)^{m_{s,t}} = 1_G \rangle,$$

where $m_{s,t} = m_{t,s}$ is a positive integer or $\infty$ for each $s, t \in S$, and $m_{s,s} = 1$ for all $s \in S$. Then, there exists a unique partial order on $G$ (known as the Bruhat ordering), denoted by $\leq$, such that

(i) $1_G$ is the minimum element of $(G, \leq)$ (i.e., $1_G \leq g$ for every $g \in G$), and

(ii) for each $g \in G$ and $s \in S$, if

$$[1_G, gs] = \{x \in G \mid 1_G \leq x < gs\}$$

has fewer elements than

$$[1_G, g] = \{x \in G \mid 1_G \leq x < g\},$$

then $[1_G, g]$ is the union of $[1_G, gs]$ and $[1_G, gs] s$.

The Bruhat length of an element $g \in G$, denoted by $\ell(g)$, is defined to be the size of the interval $(1_G, g) := \{x \in G \mid 1_G < x < g\}$.

**Definition 4.10.** Let $q$ be an indeterminate. The Hecke algebra $\mathcal{H} = \mathcal{H}(G, S)$ is a free module generated by $\{T_g\}_{g \in G}$ over the ring $\mathbb{Z}[q^{-\frac{1}{2}}, q^{+\frac{1}{2}}]$ of Laurent polynomials in $q^{\frac{1}{2}}$. The multiplicative identity of $\mathcal{H}$ is $1_{\mathcal{H}} = T_{1_G}$ and the following multiplicative relations are satisfied:

$$T_s^2 = (q - 1) T_s + q T_{1_G},$$

$$T_g T_s = T_{gs} \text{ if } g < gs,$$

and

$$T_s T_g = T_{sg} \text{ if } g < sg.$$
for each $s \in S$ and $g \in G$. Observe that $\mathcal{H}$ is an associative algebra. Note that each $T_g$ is invertible, as

$$T_g^{-1} = q^{-1} T_g + \left( q^{-1} - 1 \right) T_{1_G} ,$$

(4.24)

for all $s \in S$. There exists an involution $\iota : \mathcal{H} \rightarrow \mathcal{H}$ sending $q^{\frac{1}{2}} \mapsto q^{-\frac{1}{2}}$ and $T_g \mapsto T_{g^{-1}}$ for all $g \in G$. It is customary to write $\bar{X}$ for $\iota(X)$, where $X \in \mathcal{H}$.

**Theorem 4.11 (Kazhdan-Lusztig Theorem).** There are unique elements $C_g$ with $g$ running over all $g \in G$ such that $C_g$ is fixed by the involution on $\mathcal{H}$ and

$$C_g = (-1)^{\ell(g)} q^{\frac{\ell(x)}{2}} \sum_{x \leq g} (-1)^{\ell(x)} q^{-\ell(x)} P_{x,g}(q) T_x ,$$

(4.25)

where $P_{x,g}(q) \in \mathbb{Z}[q]$ for every $x \in G$ with $x \ll g$, $P_{g,g}(q) = 1$, and

$$\deg(P_{x,g}(q)) \leq \frac{\ell(g) - \ell(x) - 1}{2}$$

(4.26)

whenever $x \prec g$. The polynomials $P_{x,g}$ are known as the Kazhdan-Lusztig (KL) polynomials.

**Definition 4.12.** Let $A$ be a finite-dimensional algebra over an artinian ring $R$ (often, $R$ is a field). The Grothendieck group $\mathcal{K}(A)$ is the quotient of the free abelian group generated by the isomorphism classes $[X]$ of $A$-modules by the subgroup generated by elements of the form

$$[X] - [Y] + [Z] ,$$

(4.27)

where

$$0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0$$

(4.28)

is any exact sequence of $A$-modules $X$, $Y$, and $Z$.

Let $\mathfrak{g}$ be a finite-dimensional semisimple Lie algebra, and $\mathfrak{h}$ a Cartan subalgebra contained in a Borel subalgebra $\mathfrak{b}$. Write $\mathcal{O}$ for $\mathcal{O}_\mathfrak{b}^\mathfrak{h}$. If $\lambda$ is a regular antidominant integral weight, then
\[ \mathfrak{M}(\lambda) \text{ is simple (since } \lambda \text{ is antidominant). Write } M_w \text{ for } \mathfrak{M}(w \cdot \lambda) \text{ and } L_w \text{ for } \mathfrak{L}(w \cdot \lambda). \text{ The group } G \text{ is now replaced by the Weyl group } W \text{ of } g. \text{ The KL polynomials of the Weyl group play an important role in the computation of the multiplicities of the composition factors of Verma modules.} \]

The theorem below was conjectured by Kazhdan and Lusztig in [22]. It was proven independently in [4] and in [5].

**Theorem 4.13 (Kazhdan-Lusztig Conjecture).** The composition factor multiplicities of Verma modules are determined in \( K(\mathcal{O}[\lambda]) \) by

\[
[L_w] = \sum_{x \leq w} (-1)^{\ell(w) - \ell(x)} P_{x,w}(1) \left[ M_x \right],
\]

where \( w \in W \). The inversion formula is

\[
[M_w] = \sum_{x \leq w} P_{w^0 x,w^0 x}(1) \left[ L_x \right],
\]

for all \( w \in W \). Here, \( w^0 \) denotes the longest element of \( W \).
5 The Extended Categories $\mathcal{O}$

In this section, $\mathfrak{g}$ is a root-reductive algebra. The subalgebra $\mathfrak{b}$ is any splitting Borel subalgebra of $\mathfrak{g}$ containing a splitting maximal toral subalgebra $\mathfrak{h}$.

5.1 The Definition

**Definition 5.1.** The extended category $\bar{\mathcal{O}}$, denoted by $\bar{\mathcal{O}}_{\mathfrak{b}}$, is the full subcategory of the category of $\mathfrak{g}$-modules satisfying the following two conditions:

(i) Every $M \in \bar{\mathcal{O}}_{\mathfrak{b}}$ is an $\mathfrak{h}$-weight $\mathfrak{g}$-module with finite-dimensional $\mathfrak{h}$-weight spaces;

(ii) Every $M \in \bar{\mathcal{O}}_{\mathfrak{b}}$ is locally $\mathfrak{n}$-finite (that is, $\mathfrak{u}(\mathfrak{n}) \cdot v$ is finite dimensional for every $v \in M$).

When this cannot cause confusion, we shall write $\bar{\mathcal{O}}$ for $\bar{\mathcal{O}}_{\mathfrak{b}}$. Let us focus for now on the case $\mathfrak{g}$ is a finite-dimensional reductive Lie algebra and write $\mathcal{O}_{\mathfrak{b}}$ (or simply $\mathcal{O}$) for the classical BGG category $\mathcal{O}$ of $\mathfrak{g}$ with respect to the Borel subalgebra $\mathfrak{b}$. As in Section 4.2, let $\Omega$ be the set of equivalence classes $\langle \lambda \rangle$, where $\lambda \in \mathfrak{h}^*$. Then, it can easily be seen that each object $M$ of $\bar{\mathcal{O}}$ can be uniquely decomposed into a (possibly infinite) direct sum

$$M = \bigoplus_{[\lambda] \in \Omega} M \{\lambda\},$$

where each $M \{\lambda\} \in \mathcal{O} \{\lambda\}$. Note that the submodule $M \{\lambda\}$ of $M$ is given by

$$M \{\lambda\} := \left\{ v \in M \mid \forall z \in \mathfrak{z}(\mathfrak{g}), \exists n \in \mathbb{Z}_{>0} : (z - \chi_{\lambda}(z))^k \cdot v = 0 \right\},$$

where $\chi_{\lambda}$ is the central character corresponding to $\lambda \in \mathfrak{h}^*$ (for more details, see [20]). If $M \in \mathcal{O}$, then such a direct sum must be finite. Due to the proposition below, we can see that the blocks of $\bar{\mathcal{O}}$ are precisely the subcategories $\mathcal{O} \{\lambda\}$.

**Proposition 5.2.** When $\mathfrak{g}$ is finite dimensional, each object of $\bar{\mathcal{O}}$ is a direct sum of objects in $\mathcal{O}$.

**Proof:** Let $M \in \bar{\mathcal{O}}$. Then, $M$ can be written as a direct sum

$$M = \bigoplus_{[\lambda] \in \mathfrak{h}^*/\Lambda} M^{[\lambda]},$$

where $\Lambda$ is the central character corresponding to $\lambda \in \mathfrak{h}^*$ (for more details, see [20]).
where the submodule $M^{[\lambda]}$ is given by

\[ M^{[\lambda]} := \sum_{\mu \in [\lambda]} M^\mu \]  

(5.4)

for each $[\lambda] \in \mathfrak{b}^*/\Lambda$. Hence, it suffices to prove the proposition under the assumption that $M = M^{[\lambda]}$ for some $[\lambda] \in \mathfrak{b}^*/\Lambda$.

Note that $M$ is countable dimensional. It is generated by countably many weight vectors $v_1, v_2, \ldots$. Write $M_n$ for the submodule of $M$ generated by $v_1, v_2, \ldots, v_n$. Then, $M_n \in \mathcal{O}$. We then can write

\[ M_n = \bigoplus_{[\nu] \in \Omega} M_n \llbracket \nu \rrbracket . \]

(5.5)

It can be easily seen that we have the inclusion $M_n \llbracket \nu \rrbracket \subseteq M_{n+1} \llbracket \nu \rrbracket$. Write $M \llbracket \nu \rrbracket$ for the direct limit $\lim_{\rightarrow n} M_n \llbracket \nu \rrbracket$. Clearly, $M = \bigoplus_{[\nu] \in \Omega} M \llbracket \nu \rrbracket$, whence it is sufficient to further assume that $M = M \llbracket \nu \rrbracket$ for some $\nu \in \mathfrak{b}^*$.

We claim that $M = M_n$ for some sufficiently large $n$. If this is not true, then there are infinitely many positive integers $n$ such that $M_n$ is a proper submodule of $M_{n+1}$, whence $M_{n+1}$ introduces at least one composition factor $L_n$ into $M_n$. For such $n$, we have a simple subquotient $L_n$. As there are only finitely many simple objects in $\mathcal{O} \llbracket \nu \rrbracket$ (up to isomorphism), there exists a simple object $L$ that appears as $L_n$ for infinitely many $n$. Therefore, if $\xi$ is the highest weight of $L$, then the dimension of $M^\xi$ must be infinite, which is absurd. Thus, the claim holds. \(\text{Q.E.D.}\)

We still assume that $\mathfrak{g}$ is a finite-dimensional reductive Lie algebra. By Theorem 5.3 below, $\bar{\mathcal{O}}$ has enough injectives. Consequently, $\bar{\mathcal{O}}$, just like $\mathcal{O}$, is also a highest-weight category in the sense of Definition 5.4 with respect to the partially ordered set $\mathfrak{b}^*$, the simple objects $\mathfrak{L}(\lambda) = \mathfrak{L}(\lambda; g, b, \mathfrak{h})$, the co-standard objects $\mathfrak{V}(\lambda) = \mathfrak{V}(\lambda; g, b, \mathfrak{h})$, and the injective objects $\mathfrak{I}(\lambda) = \mathfrak{I}(\lambda; g, b, \mathfrak{h})$. Here, $\mathfrak{V}(\lambda)$ is the co-Verma module with socle $\mathfrak{L}(\lambda)$ and $\mathfrak{I}(\lambda)$ is the injective hull of $\mathfrak{L}(\lambda)$ for each $\lambda \in \mathfrak{b}^*$. The standard objects in the sense of Theorem 5.5 are the Verma modules $\mathfrak{M}(\lambda) = \mathfrak{M}(\lambda; g, b, \mathfrak{h})$. See also [8].

**Theorem 5.3.** For a finite-dimensional reductive Lie algebra $\mathfrak{g}$, every object $M$ in $\bar{\mathcal{O}}$ has a unique direct sum decomposition $M = \bigoplus_{j \in J} M_j$ where each $M_j$ is an indecomposable object in $\mathcal{O}$. If $I_j$ is the injective hull of $M_j$ in $\mathcal{O}$, then the injective hull of $M$ in $\bar{\mathcal{O}}$ is $I := \bigoplus_{j \in J} I_j$.

**Proof:** Since each block of $\bar{\mathcal{O}}$ is a block of $\mathcal{O}$, we have a unique direct sum decomposition
$M = \bigoplus_{\lambda \in \Omega} M[\lambda]$ with $M[\lambda] \in \mathcal{O}[[\lambda]]$. Now, since the objects in $\mathcal{O}[[\lambda]]$ have finite length, $M[[\lambda]]$ has a unique decomposition as a direct sum of indecomposable objects. Thus, $M$ has a unique direct sum decomposition with indecomposable direct summands.

To prove the second part of the theorem, let $0 \to N \to L$ be an arbitrary exact sequence in $\bar{\mathcal{O}}$ along with a homomorphism $N \to I$. Fix $[[\lambda]] \in \Omega$. By restricting the objects and morphisms to the block $\bar{\mathcal{O}}[[\lambda]] = \mathcal{O}[[\lambda]]$, we have the following diagram

$$
\begin{array}{c}
0 & \longrightarrow & N[[\lambda]] & \longrightarrow & L[[\lambda]] \\
& & \downarrow & & \downarrow \\
& & \bar{I}[[\lambda]]
\end{array}
$$

(5.6)

where the row is exact. Note that $I[[\lambda]] = \bigoplus_{j \in J} I_j[[\lambda]]$. For each $j \in J$, either $M_j[[\lambda]] = 0$ or $M_j[[\lambda]] = M_j$ (as $M_j$ is indecomposable). Because the weight spaces of $M$ are finite dimensional and there are only finitely many simple objects (up to isomorphism) in $\mathcal{O}[[\lambda]]$, there are only finitely many $j \in J$ such that $M_j[[\lambda]] \neq 0$. Hence, $I_j[[\lambda]] = 0$ for all but finitely $j \in J$, and for $j \in J$ which $M_j[[\lambda]] = M_j$, we see that $I_j[[\lambda]] = I_j$ is injective in $\mathcal{O}$. Therefore, $I[[\lambda]]$ is a finite direct sum of some of the injective modules $I_j$. Consequently, $I[[\lambda]]$ is an injective object of $\mathcal{O}$. Thus, there exists a map $L[[\lambda]] \to I[[\lambda]]$ such that the diagram below commutes:

$$
\begin{array}{c}
0 & \longrightarrow & N[[\lambda]] & \longrightarrow & L[[\lambda]] \\
& & \downarrow & I[[\lambda]] & \downarrow \\
& & I[[\lambda]]
\end{array}
$$

(5.7)

Since $[[\lambda]]$ is arbitrary, we take the direct sum of diagrams (5.7) over $[[\lambda]] \in \Omega$ to get the following commutative diagram

$$
\begin{array}{c}
0 & \longrightarrow & N & \longrightarrow & L \\
& & \downarrow & I & \downarrow \\
& & L
\end{array}
$$

(5.8)

Hence, $I$ is indeed an injective object of $\bar{\mathcal{O}}$. Q.E.D.

---

**Definition 5.4.** A subcategory $\mathcal{C}$ of the category of $\mathbb{K}$-vector spaces is a *highest-weight category* if the following conditions are met:

- **Condition 1:**
  - $\mathcal{C}$ is a full subcategory of $\mathcal{O}$.
  - The intersection of $\mathcal{C}$ with any block $\bar{\mathcal{O}}[[\lambda]] = \mathcal{O}[[\lambda]]$ is a highest-weight category.

- **Condition 2:**
  - For any object $M$ in $\mathcal{C}$, the weight spaces of $M$ are finite dimensional.

- **Condition 3:**
  - For any object $M$ in $\mathcal{C}$, the weight spaces of any finite direct sum decomposition of $M$ are finite dimensional.

- **Condition 4:**
  - For any object $M$ in $\mathcal{C}$, the weight spaces of any indecomposable direct summand of $M$ are finite dimensional.

- **Condition 5:**
  - For any object $M$ in $\mathcal{C}$, the weight spaces of any indecomposable object in $\mathcal{O}[[\lambda]]$ are finite dimensional.

- **Condition 6:**
  - For any object $M$ in $\mathcal{C}$, the weight spaces of any indecomposable object in $\mathcal{O}[[\lambda]]$ are finite dimensional.

- **Condition 7:**
  - For any object $M$ in $\mathcal{C}$, the weight spaces of any indecomposable object in $\mathcal{O}[[\lambda]]$ are finite dimensional.
(i) \( \mathcal{C} \) is \textit{locally artinian} in the sense that it admits arbitrary direct limits of subobjects and every object is a union of its subobjects of finite lengths;

(ii) \( \mathcal{C} \) has enough injectives;

(iii) For every family of subobjects \( \{A_\alpha\}_{\alpha \in J} \) and a subobject \( B \) of \( X \in \mathcal{C} \), we have

\[
B \cap \left( \bigcup_{\alpha \in J} A_\alpha \right) = \bigcup_{\alpha \in J} (B \cap A_\alpha); \tag{5.9}
\]

(iv) There exists a locally finite partially ordered set \((\mathcal{P}, \preceq)\) which indexes an exhaustive family \( \{S(\lambda)\}_{\lambda \in \mathcal{P}} \) of nonisomorphic simple objects in \( \mathcal{C} \);

(v) The partially ordered set \( \mathcal{P} \) also indexes the family \( \{A(\lambda)\}_{\lambda \in \mathcal{P}} \) of \textit{co-standard objects} of \( \mathcal{C} \) such that there exist embeddings \( S(\lambda) \to A(\lambda) \) and all composition factors \( S(\mu) \) of \( A(\lambda)/S(\lambda) \) satisfies \( \mu \prec \lambda \);

(vi) For all \( \mu, \lambda \in \mathcal{P} \), the dimension of \( \text{Hom}_{\mathcal{C}}(A(\lambda), A(\mu)) \) is finite and the multiplicity \( [A(\lambda): S(\mu)] \) is also finite; and

(vii) Each \( S(\lambda) \) has an injective hull \( I(\lambda) \) in \( \mathcal{C} \) equipped with an increasing filtration, possibly of infinite length, called a \textit{co-standard filtration},

\[
0 = F_0(\lambda) \subseteq F_1(\lambda) \subseteq F_2(\lambda) \subseteq \ldots \subseteq I(\lambda) \tag{5.10}
\]

such that

1. \( F_1(\lambda) = A(\lambda) \),
2. for \( n > 1 \), \( F_n(\lambda)/F_{n-1}(\lambda) \cong A(\mu(n)) \) for some \( \mu(n) > \lambda \),
3. for each \( \nu \in \mathcal{P} \), \( \mu(n) = \nu \) for only finitely many \( n \),
4. \( \bigcup_{n \geq 0} F_n(\lambda) = I(\lambda) \).

\textbf{Theorem 5.5} (Brauer-Humphreys Reciprocity, [8]). Let \( \mathcal{C} \) be a highest-weight category. Then, \( \mathcal{C} \) also contains enough projectives. With notations as in Definition 5.4, we have the equality

\[
[V(\mu): S(\lambda)] = \{I(\lambda): A(\mu)\}, \tag{5.11}
\]
where the multiplicity \( \{ I(\lambda) : A(\mu) \} \) is the number of \( n \) such that \( F_{n}(\lambda)/F_{n-1}(\lambda) \equiv A(\mu) \), with \( (F_{n}(\lambda))_{n \geq 0} \) as defined in (5.10). Here, for every \( \lambda \in \Lambda \), \( V(\lambda) \) denotes the largest quotient module of the projective cover of \( S(\lambda) \) in \( \mathcal{C} \), and it is known as the \textit{standard object} with respect to \( \lambda \).

Let us return to the case where \( \mathfrak{g} \) may be infinite dimensional. We can define the duality functor of the category \( \mathcal{O} \) in the same manner as the standard duality of the category \( \mathcal{O} \). More precisely, we have the following definition.

**Definition 5.6.** Let \( M \in \mathcal{O} \). For \( \lambda \in \mathfrak{h}^{*} \), let \( M^{\vee, \lambda} \) denote the set of \( f \in M^{*} \) such that \( f \) vanishes on \( M^{\mu} \) for every \( \mu \in \mathfrak{h}^{*} \setminus \{ \lambda \} \). The \textit{dual} of \( M \) is defined to be \( M^{\vee} \overset{\text{def}}{=} \bigoplus_{\lambda \in \mathfrak{h}^{*}} M^{\vee, \lambda} \).

Now, if \( \{ x_{\pm \alpha} \mid \alpha \in \Delta^{+} \} \cup \{ h_{j} \mid j \in \Sigma^{+} \} \) is a \textit{Chevalley basis} [18, 20] of \( \mathfrak{g} \), then the \textit{transpose map} \( \tau : \mathfrak{g} \to \mathfrak{g} \) is the linear map given by \( \tau(h) := h \) for all \( h \in \mathfrak{h} \), and \( \tau(x_{\pm \alpha}) := x_{\mp \alpha} \) for all positive roots \( \alpha \). Note that \( [\tau(x), \tau(y)] = -\tau([x, y]) \) for all \( x, y \in \mathfrak{g} \).

**Theorem 5.7.** For every \( M \in \mathcal{O} \), \( M^{\vee} \) is a \( \mathfrak{g} \)-module with respect to the twisted \( \mathfrak{g} \)-action \( (g \cdot f)(v) \overset{\text{def}}{=} f(\tau(g) \cdot v) \) for all \( g \in \mathfrak{g} \), \( v \in M \), and \( f \in M^{\vee} \). Furthermore, \( M^{\vee} \in \mathcal{O} \).

**Proof:** For \( g_{1}, g_{2} \in \mathfrak{g} \), \( f \in M^{\vee} \), and \( v \in M \), we have

\[
\left( [g_{1}, g_{2}] \cdot f \right)(v) = f \left( \tau \left( [g_{1}, g_{2}] \right) \cdot v \right) = f \left( - \left[ \tau \left( g_{1} \right), \tau \left( g_{2} \right) \right] \cdot v \right) \\
= f \left( - \tau \left( g_{1} \right) \cdot \left( \tau \left( g_{2} \right) \cdot v \right) + \tau \left( g_{2} \right) \cdot \left( \tau \left( g_{1} \right) \cdot v \right) \right) \quad (5.12)
\]

That is,

\[
\left( [g_{1}, g_{2}] \cdot f \right)(v) = f \left( \tau \left( g_{2} \right) \cdot \left( \tau \left( g_{1} \right) \cdot v \right) \right) - f \left( \tau \left( g_{1} \right) \cdot \left( \tau \left( g_{2} \right) \cdot v \right) \right) \\
= (g_{2} \cdot f) \left( \tau \left( g_{1} \right) \cdot v \right) - (g_{1} \cdot f) \left( \tau \left( g_{2} \right) \cdot v \right) \\
= \left( g_{1} \cdot (g_{2} \cdot f) \right)(v) - \left( g_{2} \cdot (g_{1} \cdot f) \right)(v). \quad (5.13)
\]

Consequently, \( [g_{1}, g_{2}] \cdot f = g_{1} \cdot (g_{2} \cdot f) - g_{2} \cdot (g_{1} \cdot f) \), as desired.
Assume now that \( f \in M^{\lambda} \) for some weight \( \lambda \in \mathfrak{h}^* \). Then, for each \( h \in \mathfrak{h} \), we have \( h \cdot f = \lambda(h) \cdot f \), and it follows that \( M^{\lambda} = (M^\lambda)^\lambda \). Thus, from the definition \( M^\lambda = \bigoplus_{\lambda \in \mathfrak{h}^*} M^{\lambda}, M^\lambda \) is \( \mathfrak{h} \)-semisimple. Furthermore, if \( g \in g^\alpha \) for some positive root \( \alpha \), then \( g \cdot f \in M^{\lambda+\alpha} \). Since \( M \) is locally \( \mathfrak{n} \)-finite, we conclude that \( M^\lambda \) is also locally \( \mathfrak{n} \)-finite. Finally, we clearly have \( \dim_K(M^{\lambda}) = \dim_K(M^\lambda) < \infty \). (5.14)

That is, \( M^\lambda \) has finite-dimensional \( \mathfrak{h} \)-weight spaces. Ergo, \( M^\lambda \in \widehat{O} \). Q.E.D.

Finally, we consider the categories \( \mathcal{O} \) and \( \widehat{O} \) for a finite-dimensional reductive Lie algebra \( g \). With \( \widehat{O} \) and \( \mathcal{O} \) being highest-weight categories, we automatically have BGG reciprocity (which is a special case of Brauer-Humphreys reciprocity stated in Theorem 5.5):

\[
\begin{align*}
\{ \mathcal{V}(\mu) : \mathcal{L}(\lambda) \} &= \{ \mathcal{M}(\mu) : \mathcal{L}(\lambda) \} = \{ \mathcal{J}(\lambda) : \mathcal{V}(\mu) \} = \{ \mathcal{P}(\lambda) : \mathcal{M}(\mu) \},
\end{align*}
\]

where \( \mathcal{V}(\mu) \) is the dual Verma module \( (M(\mu))^\vee \), \( \mathcal{J}(\lambda) \) is the injective hull of \( \mathcal{L}(\lambda) \), and \( \mathcal{P}(\lambda) = (\mathcal{J}(\lambda))^\vee \) is the projective cover of \( \mathcal{J}(\lambda) \). However, as we shall later prove, the category \( \mathcal{O}_g^\mathfrak{b} \) is not a highest-weight category if \( g \) is infinite dimensional.

### 5.2 Direct Sum Decompositions

Let \( g \) be a root-reductive Lie algebra. The objective of this section is to verify that every object in \( \widehat{O} \) has a decomposition into a direct sum of indecomposable objects. Furthermore, this decomposition is unique up to isomorphism. That is, if \( M \in \widehat{O} \) can be written as \( \bigoplus_{j \in J} M_j = \bigoplus_{j' \in J'} M'_{j'} \), where \( J \) and \( J' \) are index sets and \( M_j, M'_{j'} \in \widehat{O} \) are indecomposable for all \( j \in J \) and \( j' \in J' \), then there exists a bijection \( \psi : J \to J' \) such that \( M_j \cong M'_{\psi(j)} \) for every \( j \in J \).

First, we need the lemma below. This lemma is in fact equivalent to Zorn’s Lemma (which is equivalent to the Axiom of Choice). See [7] for more information.

**Lemma 5.8 (Hausdorff Maximal Principle).** Let \( \mathcal{F} \) be a nonempty family of subsets of a given set \( S \) such that, for every chain \( \mathcal{C} \subseteq \mathcal{F} \), the union \( \bigcup_{C \in \mathcal{C}} C \) belongs to \( \mathcal{F} \). Then, \( \mathcal{F} \) has a maximal element with respect to inclusion.
Corollary 5.9. For a nonempty partially ordered set \( \mathcal{P} \), every chain \( \mathcal{C} \) in \( \mathcal{P} \) is contained in a maximal chain.

Theorem 5.10. Every \( M \in \mathcal{O} \) is a direct sum of indecomposable objects.

Proof: For an object \( M \in \mathcal{O} \), we say that \( \xi \in h^* \) is a decomposable weight of \( M \) if there exist submodules \( N \) and \( L \) of \( M \) such that \( M = N \oplus L \) with \( \dim_k \left( N^\xi \right) > 0 \) and \( \dim_k \left( L^\xi \right) > 0 \). Otherwise, \( \xi \) is an indecomposable weight. (Note that, by abuse of language, an indecomposable weight of a \( g \)-module \( X \) need not be a weight of \( X \). In other words, if \( X^\xi = 0 \), then \( \xi \) is an indecomposable weight of \( X \), despite not actually being a weight of \( X \).)

For a semisimple \( h \)-module \( X \), the support \( \text{supp}(X) \) of \( X \) is the set of the \( h \)-weights of \( X \). For a subset \( S \subseteq h^* \), we say that \( S \) is an indecomposable weight set of \( M \) if every weight in \( S \) is an indecomposable weight of \( M \) and if \( M \) cannot be written as a direct sum \( M = N \oplus L \) such that \( \text{supp}(N) \cap S \) and \( \text{supp}(L) \cap S \) are both nonempty.

Assume that \( M \in \mathcal{O} \) is nonzero. First, let \( \prec \) be a well order on the set \( \text{supp}(M) \). The order \( \prec \) exists by the Well-Ordering Principle.

We shall prove by transfinite induction that, for each \( \mu \in \text{supp}(M) \), there exists an index set \( J_\mu \) such that \( M \) has a direct sum decomposition

\[
M = \bigoplus_{j \in J_\mu} D_\mu(j) \tag{5.16}
\]

such that the set \( Q_\mu := \{ \nu \in \text{supp}(M) \mid \nu \preceq \mu \} \) is an indecomposable weight set of \( D_\mu(j) \). We further require that the decomposition above (with respect to the weight \( \mu \)) be compatible with the decomposition with respect to every weight \( \nu \) satisfying \( \nu \preceq \mu \) in the sense that, for any \( j \in J_\mu \), there exists (uniquely) \( i \in J_\nu \) such that

\[
D_\mu(j) \subseteq D_\nu(i). \tag{5.17}
\]

For the base case, let \( \lambda \) be the least element of \( \text{supp}(M) \) with respect to \( \prec \). If \( \lambda \) is already an indecomposable weight, then \( M = M \) is a required decomposition. If \( \lambda \) is a decomposable weight, then there exists a submodule \( D_\lambda(1) \) of \( M \) such that \( D_\lambda(1) \) is a direct summand of \( M \). We may choose \( D_\lambda(1) \) so that \( \dim_k \left( (D_\lambda(1))^\lambda \right) > 0 \) is minimal. Then, \( \lambda \) is an indecomposable weight of \( D_\lambda(1) \). Let \( D_\lambda'(1) \) denote the complementary submodule of \( M \) to \( D_\lambda(1) \). We proceed further by decomposing \( D_\lambda'(1) \) as a direct sum of submodules. As \( \dim_k \left( M^\lambda \right) < \infty \), the process will lead after finitely many steps to a decomposition

\[
M = D_\lambda(1) \oplus D_\lambda(2) \oplus \ldots \oplus D_\lambda(k) \tag{5.18}
\]
such that $\lambda$ is an indecomposable weight of each $D_\lambda(i)$. Thus, $Q_\lambda = \{\lambda\}$ is an indecomposable weight set of each $D_\lambda(i)$.

Now, let $\mu \triangleright \lambda$ be an arbitrary element of supp$(M)$ such that we have a decomposition of $M$ as desired for every $\nu \triangleleft \mu$. First, we handle the case where $\mu$ is the immediate successor of a weight $\nu$. Then, by the induction hypothesis, we have a direct sum decomposition

$$M = \bigoplus_{j \in J_\nu} D_\nu(j)$$

such that $Q_\nu$ is an indecomposable weight set of $D_\nu(j)$ for all $j \in J_\nu$. We proceed to decompose $D_\nu(j)$ with respect to the weight $\mu$ instead of $\lambda$ in the same manner as the base case. That is,

$$D_\nu(j) = \bigoplus_{i \in J^i_\nu} D^i_\nu(i) \quad (5.20)$$

for some index set $J^i_\nu$ and for some submodules $D^i_\nu(i)$ such that $\mu$ is an indecomposable weight. Therefore,

$$M = \bigoplus_{j \in J_\nu} \bigoplus_{i \in J^i_\nu} D^i_\nu(i)$$

is a decomposition in which $Q_\nu$ is an indecomposable weight set of each $D^i_\nu(i)$ and $\mu$ is an indecomposable weight of each $D^i_\nu(i)$. Note that $Q_\mu$ may not be an indecomposable weight set of each $D^i_\nu(i)$, but when that is the case, we can further decompose $D^i_\nu(i)$ as follows:

$$D^i_\nu(i) = \bar{D}^i_\nu(i) \oplus \tilde{D}^i_\nu(i),$$

where $(\bar{D}^i_\nu(i))^\mu = 0$ and $(\bar{D}^i_\nu(i))^\nu = 0$ for all $\nu \in Q_\nu$. Let $\tilde{J}^i_\nu$ denote the subset of $J^i_\nu$ consisting of $i \in J^i_\nu$ such that $Q_\mu$ is not an indecomposable weight set of $D^i_\nu(i)$. Then,

$$M = \bigoplus_{j \in J_\nu} \left( \bigoplus_{i \in J^i_\nu \setminus \tilde{J}^i_\nu} D^i_\nu(i) \oplus \left( \bigoplus_{i \in \tilde{J}^i_\nu} \left( \bar{D}^i_\nu(i) \oplus \tilde{D}^i_\nu(i) \right) \right) \right)$$

is a direct sum decomposition of $M$ with respect to weight $\mu$ and with the required properties.

Now, suppose that $\mu$ is a limit element of supp$(M)$. Then, let $\mathcal{P}_\mu$ be the set of all pairs of the form $\left( \nu, D_\nu(j) \right)$, where $\nu \triangleleft \mu$ and $j \in J_\nu$. We equip $\mathcal{P}_\mu$ with a partial order $\leq$ by setting

$$\left( \nu, D_\nu(j) \right) \leq \left( \tilde{\nu}, D_\tilde{\nu}(\tilde{j}) \right) \text{ if and only if } \nu \preceq \tilde{\nu} \text{ and } D_\nu(j) \supseteq D_\tilde{\nu}(\tilde{j}).$$

(5.24)
For each maximal chain $C \subseteq P_\mu$, write $D(C)$ for the intersection $\bigcap_{(\nu, D_\nu(j_\nu)) \in C} D_\nu(j_\nu)$. (The existence of maximal chains is guaranteed by Corollary 5.9.) Let $\mathcal{M}_\mu$ be the set of all maximal chains of $P_\mu$.

We need to show that the sum $\sum_{C \in \mathcal{M}_\mu} D(C)$ is direct and equals $M$. Let $\xi$ be an arbitrary weight of $M$. We consider the following decomposition of $M_\xi$ as

$$M_\xi = \bigoplus_{C \in \mathcal{M}_\mu} (D(C))_\xi,$$

(5.25)

where $M_\xi(\nu, j) := M_\xi \cap D_\nu(j)$ for each $\nu \triangleleft \mu$ and $j \in J_\nu$. Because $M_\xi$ is finite-dimensional, there are finitely many nonzero weight spaces $M_\xi(\nu, j)$ for each $\nu$. Furthermore, each $M_\xi(\nu, j)$ is a subspace of some $M_\xi(\tilde{\nu}, \tilde{j})$ for every $\tilde{\nu} \triangleleft \nu$. Thus, for some $\nu \triangleleft \mu$ depending on $\nu$, the decomposition (5.25) of the weight space $M_\xi$ stabilizes at every level $\nu$ with $\nu \trianglelefteq \nu \triangleleft \mu$. This implies that

$$M_\xi = \bigoplus_{C \in \mathcal{M}_\mu, j \in J_\nu} (D(C))^\xi,$$

(5.26)

for every $\xi \in \text{supp}(M)$, whence we have

$$M = \bigoplus_{C \in \mathcal{M}_\mu} D(C).$$

(5.27)

It may be the case that $(D(C))^\nu = 0$ for some $\nu \triangleleft \mu$ (in particular, $D(C)$ may be a zero module), but in any case, every $\nu \triangleleft \mu$ is an indecomposable weight of $D(C)$. Furthermore, since each $Q_\nu$ is an indecomposable weight set of $D_\nu(j_\nu)$, we conclude that

$$Q'_\mu := \bigcup_{\nu \triangleleft \mu} Q_\nu = \{\nu \in \text{supp}(M) | \nu \triangleleft \mu\}$$

(5.28)

is an indecomposable weight set of each $D(C)$.

We apply the same argument from the base case to each $D(C)$, using $\mu$ in place of $\lambda$ and write

$$D(C) = \bigoplus_{j \in J(C)} D(C, j)$$

(5.29)

for some index set $J(C)$ and for some direct summands $D(C, j)$ of $D(C)$ such that $\mu$ is an indecomposable weight of $D(C, j)$. Thus, we have a required direct sum decomposition of $M$ with respect to the weight $\mu$:

$$M = \bigoplus_C \bigoplus_{j \in J(C)} D(C, j).$$

(5.30)

We then utilize the same argument that leads to (5.23) in the immediate successor case to show that there exists a subset $\tilde{J}(C)$ of $J(C)$ such that
(i) $D(C, j) = \tilde{D}(C, j) \oplus \tilde{\tilde{D}}(C, j)$, where $(\tilde{D}(C, j))^{\mu} = 0$ and $(\tilde{D}(C, j))^{\nu} = 0$ for all $\nu \in Q_\mu$,

(ii) if $j \in J(C) \setminus \tilde{J}(C)$, then $Q_\mu = \{ \nu \in \text{supp}(M) \mid \nu \preceq \mu \}$ is an indecomposable weight set of $D(C, j)$.

Then, we have achieved a direct sum decomposition

$$M = \bigoplus_C \left( \bigoplus_{j \in J(C) \setminus \tilde{J}(C)} D(C, j) \right) \oplus \left( \bigoplus_{j \in \tilde{J}(C)} \left( \tilde{D}(C, j) \oplus \tilde{\tilde{D}}(C, j) \right) \right) \tag{5.31}$$

of $M$ satisfying the condition that the set $Q_\mu$ is an indecomposable weight set of each $D(C, j)$, and from the construction of (5.31), we know that, for a given direct summand $D(C, j)$, $\tilde{D}(C, j)$, or $\tilde{\tilde{D}}(C, j)$ of (5.31) and for every $\nu \prec \mu$, there exists a unique $i \in J_\nu$ such that this direct summand is a submodule of $D_\nu(i)$.

To complete the proof, we define the partially ordered set $\mathcal{P}$ to be the set of all pairs $(\mu, D_\mu(j))$ where $\mu \in \text{supp}(M)$ and $j \in J_\mu$, equipped with the same partial order $\preceq$ defined by (5.24). We write $\mathcal{M}$ for the set of maximal chains in $\mathcal{P}$. We apply a similar argument as in the previous paragraph, using the finite-dimensionality assumption on the weight spaces of $M$, to establish that

$$M = \bigoplus_{\mathcal{C} \in \mathcal{M}} \mathcal{D}(\mathcal{C}), \tag{5.32}$$

and

$$\mathcal{D}(\mathcal{C}) := \bigcap_{(\mu, D_\mu(j_\mu)) \in \mathcal{C}} D_\mu(j_\mu) \tag{5.33}$$

for every maximal chain $\mathcal{C}$ in $\mathcal{P}$. For each $\mu \in \text{supp}(M)$, the set $Q_\mu$ is an indecomposable weight set of each $D_\mu(j_\mu)$. Then, $\text{supp}(M) = \bigcup_{\mu \in \text{supp}(M)} Q_\mu$ is an indecomposable weight set of every $\mathcal{D}(\mathcal{C})$. Consequently, $\mathcal{D}(\mathcal{C})$ is an indecomposable module. (Note that a direct summand $\mathcal{D}(\mathcal{C})$ for some $\mathcal{C}$ may be the zero module, but this does not affect the proof or the statement of this theorem.)

Q.E.D.

**Remark 5.11.** The proof of Theorem 5.10 does not explicitly use the fact that $M$ is a weight module. In general, let $M$ be a module over a (not necessarily associative) $\mathbb{K}$-algebra.
A. Suppose that $M$ has a vector space decomposition

$$M = \bigoplus_{i \in I} M^i,$$  \hspace{1cm} (5.34)

where $M^i$ is a finite-dimensional $K$-vector subspace of $M$ and $I$ is an index set, and this decomposition has the property that, for every $\mathcal{A}$-submodule $N$ of $M$, we have

$$N = \bigoplus_{i \in I} (N \cap M^i)$$  \hspace{1cm} (5.35)

as a direct sum of vector spaces. Then, $M$ can be written as a direct sum of indecomposable $\mathcal{A}$-submodules.

**Proposition 5.12.** Let $M \in \bar{\mathcal{O}}$ be indecomposable. Then, every $\varphi \in \text{End}_{\bar{\mathcal{O}}}(M)$ is either an automorphism or is locally nilpotent (namely, for every $v \in M$, there exists $k \in \mathbb{Z}_{\geq 0}$ such that $\varphi^k(v) = 0$).

**Proof:** Let $K_k := \ker (\varphi^k)$ and $I_k := \text{im} (\varphi^k)$ for each $k = 0, 1, 2, \ldots$ (here, $\varphi^0$ is the identity map $\text{id}_M$). We observe that $K_0 \subseteq K_1 \subseteq K_2 \subseteq \ldots$ and $I_0 \supseteq I_1 \supseteq I_2 \supseteq \ldots$. Set $K := \bigcup_{k=0}^{\infty} K_k$ and $I := \bigcap_{k=0}^{\infty} I_k$.

Fix $\lambda \in \mathfrak{h}^*$. The restriction $\psi_\lambda$ of $\varphi$ onto $M^\lambda$ is a linear map on a finite-dimensional vector space. Hence, $M^\lambda$ decomposes as $\text{im} (\psi_\lambda^k) \oplus \ker (\psi_\lambda^k)$ for every $k = 0, 1, 2, \ldots$. Since $M^\lambda$ is a finite-dimensional vector space and

$$\text{im} (\psi_\lambda) \supseteq \text{im} (\psi_\lambda^2) \supseteq \text{im} (\psi_\lambda^3) \supseteq \ldots,$$  \hspace{1cm} (5.36)

the submodules $\text{im} (\psi_\lambda^k)$, where $k = 0, 1, 2, \ldots$, must stabilize. Assume that, for some $j \in \mathbb{Z}_{\geq 0}$, we have

$$\text{im} (\psi_\lambda^j) = \text{im} (\psi_\lambda^{(j+1)}) = \text{im} (\psi_\lambda^{(j+2)}) = \ldots.$$  \hspace{1cm} (5.37)

That is, the kernels must also stabilize at the same index:

$$\ker (\psi_\lambda^j) = \ker (\psi_\lambda^{(j+1)}) = \ker (\psi_\lambda^{(j+2)}) = \ldots.$$  \hspace{1cm} (5.38)

This shows that $K^\lambda$ and $I^\lambda$ are equal to $K_j^\lambda$ and $I_j^\lambda$ for some $j \in \mathbb{Z}_{\geq 0}$, depending on $\lambda$. Therefore, the sum

$$(K + L)^\lambda = K^\lambda + L^\lambda = K_j^\lambda + I_j^\lambda$$  \hspace{1cm} (5.39)
is direct and equals $M^\lambda$, as $M^\lambda = \text{im} \left( \psi^j_\lambda \right) \oplus \ker \left( \psi^j_\lambda \right) = I^\lambda_j \oplus K^\lambda_j$. Since $\lambda$ is arbitrary, we obtain $M = K \oplus I$.

As $M$ is an indecomposable object, we have either $K = 0$ or $I = 0$. In the former case, we conclude that $\varphi$ is an isomorphism, and in the latter case, we see that $\varphi$ is locally nilpotent.

Q.E.D.

**Proposition 5.13.** For every indecomposable object $M \in \mathcal{O}$, the endomorphism ring $\text{End}_\mathcal{O}(M)$ is a local ring.

**Proof:** Let $J \subseteq R := \text{End}_\mathcal{O}(M)$ be the set of all locally nilpotent endomorphisms of $M$. By the previous proposition, $J$ is the set of all non-invertible elements of $R$. We must prove that $J$ is an ideal of $R$.

First, if $\varphi \in J$ and $\psi \in R$, then $\varphi \circ \psi$ cannot be an epimorphism because $\varphi$ is not surjective on any weight space of $M$, and $\psi \circ \varphi$ is not a monomorphism because $\varphi$ is not injective on any weight space of $M$. That is, $\varphi \circ \psi$ and $\psi \circ \varphi$ are both in $J$.

Now, we assume that $\varphi, \psi \in J$. We must show that $\varphi + \psi$ belongs to $J$ too. Suppose on the contrary that $\varphi + \psi \not\in J$. Then, $\varphi + \psi$ is invertible. Hence, $\varphi + \psi = \phi$ for some automorphism $\phi : M \rightarrow M$. Let $\alpha := \varphi \circ \phi^{-1}$ and $\beta := \psi \circ \phi^{-1}$. Then, $\alpha + \beta = \text{id}_M$ and $\alpha, \beta \in J$. Note that $\alpha \circ \beta = \beta \circ \alpha$. Fix a weight $\lambda$ of $M$. Suppose that $\alpha^k$ and $\beta^l$ vanish on $M^\lambda$, for some $k, l \in \mathbb{Z}_{>0}$. Then,

$$
(\alpha + \beta)^{k+l} = \sum_{r=0}^{k+l} \binom{k+l}{r} \alpha^r \circ \beta^{k+l-r}
$$

must vanish on $M^\lambda$ as well. Ergo, the endomorphism $\alpha + \beta$ cannot equal $\text{id}_M$, which is a contradiction.

Q.E.D.

Next, we recall the following important theorem. The proof is omitted here, but can be found in [15].

**Theorem 5.14 (Krull-Schmidt-Remak-Azuyama).** Let $R$ be a unital ring and $M$ a unitary left $R$-module. Suppose that $M$ is a direct sum of modules whose endomorphism rings are local rings. Then, any two (not necessarily finite) direct sum decompositions of $M$ into indecomposable direct summands are isomorphic.
The Krull-Schmidt-Remak-Azuyama Theorem immediately implies the following corollary.

**Corollary 5.15.** Every object in \( \mathcal{O} \) admits a unique, up to isomorphism, decomposition into a direct sum of indecomposable objects.

**Proposition 5.16.** Every indecomposable object \( M \in \mathcal{O} \) satisfies \( \text{supp}(M) \subseteq \lambda + \Lambda \), where \( \Lambda \) is the root lattice. In particular, \( \text{supp}(M) \) is countable and \( M \) is countable dimensional.

**Proof:** For each equivalence class \( [\lambda] \in \mathfrak{h}^*/\Lambda \), we define \( M^{[\lambda]} \) to be the submodule of \( M \) consisting of weight vectors whose weights lie in \( [\lambda] \). It is trivial that \( M = \bigoplus_{[\lambda] \in \mathfrak{h}^*/\Lambda} M^{[\lambda]} \).

Being indecomposable, \( M = M^{[\lambda]} \) for some \( \lambda \in \mathfrak{h}^* \). \( \text{Q.E.D.} \)

### 5.3 Generalized Composition Series

In this subsection, \( \mathfrak{b} \) is assumed to be a Dynkin Borel subalgebra, unless otherwise specified. Following the approach of V. Kac in [21], we have the following theorem.

**Theorem 5.17.** Let \( M \in \mathcal{O} \) and \( \lambda \in \mathfrak{h}^* \). Suppose that all weights \( \xi \) of \( M \) satisfy \( \xi \preceq v \) for some fixed upper bound \( v \in \mathfrak{h}^* \). Then, there exist a \( g \)-module filtration

\[
0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \ldots \subseteq M_{k-1} \subseteq M_k = M \tag{5.41}
\]

and a subset \( J \subseteq \{1, 2, \ldots, k\} \) such that

(i) if \( j \in J \), then \( M_j/M_{j-1} \cong \mathcal{L}(\xi(j)) \) for some \( \xi(j) \in \mathfrak{h}^* \) with \( \xi(j) \succeq \lambda \),

(ii) if \( j \notin J \), then \( (M_j/M_{j-1})^\mu = 0 \) for every \( \mu \succeq \lambda \).

**Proof:** For any \( \lambda \in \mathfrak{h}^* \), set \( d(M, \lambda) := \sum_{\mu \succeq \lambda} \dim_{\mathbb{K}}(M^\mu) \) and note that \( d(M, \lambda) < \infty \). This follows from the facts that \( M \) has an upper bound \( v \) and that \( \mathfrak{b} \) is Dynkin. We shall prove the theorem by induction on \( d(M, \lambda) \).
The base case \( d(M, \lambda) = 0 \) is done by considering the filtration \( 0 = M_0 \subseteq M_1 = M \), with \( J = \emptyset \). Now, suppose that \( d(M, \lambda) > 0 \). Choose a singular weight \( \tilde{\lambda} \) of \( M \) with \( \tilde{\lambda} \succeq \lambda \). Let \( v \in M^{\tilde{\lambda}} \) be nonzero. Set \( N := U(g) \cdot v \). Take \( \tilde{N} \) to be the maximal proper submodule of \( N \). Then we have

\[
0 \subseteq \tilde{N} \subseteq N \subseteq M
\]

(5.42)

with \( N/\tilde{N} \cong L(\tilde{\lambda}) \) and \( \tilde{\lambda} \succeq \lambda \). Since \( d(\tilde{N}, \lambda) < d(M, \lambda) \) and \( d(M/N, \lambda) < d(M, \lambda) \), we can apply the induction hypothesis to get a filtration of \( M \) as required. \( \text{Q.E.D.} \)

The previous theorem raises a question whether every object \( M \) in \( \mathcal{O} \) satisfies

\[
d(M, \lambda) = \sum_{\mu \succeq \lambda} \dim_{K}(M^\mu) < \infty.
\]

(5.43)

In addition, does every indecomposable object \( M \) in \( \mathcal{O} \) have an upper bound \( v \in \mathfrak{h}^* \)? However, these are still open questions.

**Corollary 5.18.** Let \( M \in \mathcal{O} \) and \( \lambda, \nu \in \mathfrak{h}^* \) with \( \lambda \preceq \nu \). Then there exist a \( \mathfrak{g} \)-module filtration \( 0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \ldots \subseteq M_{k-1} \subseteq M_k = M \) and a subset \( J \subseteq \{1, 2, \ldots, k\} \) such that

(i) if \( j \in J \), then \( M_j/M_{j-1} \cong L(\xi(j)) \) for some \( \xi(j) \in \mathfrak{h}^* \) with \( \lambda \preceq \xi(j) \preceq \nu \),

(ii) if \( j \notin J \), then either \( (M_j/M_{j-1})^\mu = 0 \) for every \( \mu \in \mathfrak{h}^* \) satisfying \( \lambda \preceq \mu \preceq \nu \), or \( M_j/M_{j-1} \cong L(\xi(j)) \) for some \( \xi(j) \succ \lambda \) such that \( \xi(j) \not\preceq \nu \).

Such a filtration is called a composition series of \( M \) with bounds \( \lambda \) and \( \nu \). The set \( J \) is called the relevant index set of such a filtration.

**Proof:** Since the interval \( [\lambda, \nu] := \{ \xi \in \mathfrak{h}^* \mid \lambda \preceq \xi \preceq \nu \} \) is finite (as \( \mathfrak{b} \) is Dynkin) and \( M \) is \( \mathfrak{u} \)-locally finite, the submodule

\[
\tilde{M} := \sum_{\mu \in \mathfrak{b}^* \atop \lambda \preceq \mu \preceq \nu} U(\mathfrak{g}) \cdot M^\mu = \sum_{\mu \in \mathfrak{b}^* \atop \lambda \preceq \mu \preceq \nu} U(\mathfrak{u}) \cdot M^\mu
\]

(5.44)

has finitely many weights \( \zeta \) with \( \zeta \succeq \lambda \). Therefore, \( \tilde{M} \) has an upper bound \( v \in \mathfrak{h}^* \). We apply Theorem 5.17 on \( \tilde{M} \) and obtain a filtration

\[
0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \ldots \subseteq M_{k-2} \subseteq M_{k-1} = \tilde{M}
\]

(5.45)
along with a subset $\tilde{J} \subseteq \{1, 2, \ldots, k - 1\}$ satisfying the condition that, if $j \in \tilde{J}$, then $M_j/M_{j-1} \cong \mathcal{L}(\xi(j))$ for some $\xi(j) \in \mathfrak{h}^*$ with $\xi(j) \succeq \lambda$, and if $j \notin \tilde{J}$, then $(M_j/M_{j-1})^\mu = 0$ for every $\mu \succeq \lambda$. Then, by setting $M_k := M$, we have the filtration
\[0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \ldots \subseteq M_{k-1} \subseteq M_k = M. \tag{5.46}\]

Let $J := \{j \in \tilde{J} | \xi(j) \preceq \nu\}$. The filtration (5.46) clearly satisfies (i) and (ii), with the relevant index set $J$, noting that $(M^\mu_j/M_{j-1}^\mu)_{\mu} = 0$ for all $\mu \in \mathfrak{h}^*$ such that $\lambda \preceq \mu \preceq \nu$ holds. Q.E.D.

**Definition 5.19.** Let $\lambda, \nu \in \mathfrak{h}^*$ satisfy $\lambda \preceq \nu$. Suppose that
\[0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \ldots \subseteq M_{k-1} \subseteq M_k = M \tag{5.47}\]
and
\[0 = M_0' \subseteq M_1' \subseteq M_2' \subseteq \ldots \subseteq M_{k'}_{k-1} \subseteq M_{k'} = M \tag{5.48}\]
are two composition series of $M \in \mathcal{O}$ with bounds $\lambda$ and $\nu$, and with relevant index sets $J$ and $J'$, respectively. We say that these filtrations are equivalent if there exists a bijection $f : J \rightarrow J'$ such that
\[M_j/M_{j-1} \cong M'_{f(j)}/M'_{f(j)-1} \tag{5.49}\]
for all $j \in J$.

**Lemma 5.20.** Let $\lambda, \nu \in \mathfrak{h}^*$ be such that $\lambda \preceq \nu$. Denote by $\tilde{M}$ the submodule of $M$ given by (5.44). Suppose that $0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \ldots \subseteq M_{k-1} \subseteq M_k = M$. Define $\tilde{M}_j := M_j \cap \tilde{M}$ for every $j = 0, 1, 2, \ldots, k$. Then, $0 = \tilde{M}_0 \subseteq \tilde{M}_1 \subseteq \tilde{M}_2 \subseteq \ldots \subseteq \tilde{M}_{k-1} \subseteq \tilde{M}_k = \tilde{M}$ is a composition series of $\tilde{M}$ with bounds $\lambda$ and $\nu$.

**Proof:** For each $j = 1, 2, \ldots, k$, define $\varphi_j : \tilde{M}_j/\tilde{M}_{j-1} \rightarrow M_j/M_{j-1}$ via $v + \tilde{M}_{j-1} \mapsto v + M_{j-1}$ for every $v \in \tilde{M}_j$. Clearly, $\varphi_j$ is well defined, and it is injective because
\[\tilde{M}_j \cap M_{j-1} = \tilde{M} \cap M_j \cap M_{j-1} = \tilde{M} \cap M_{j-1} = \tilde{M}_{j-1}. \tag{5.50}\]
If $M_j / M_{j-1} \cong \mathfrak{L}(\mu)$ for some $\mu \in \mathfrak{b}^*$ with $\mu \preceq \lambda$, then
\[
\dim_{\mathbb{K}} \left( \tilde{M}_j^\mu \right) = \dim_{\mathbb{K}} \left( M_j^\mu \right) = \dim_{\mathbb{K}} \left( M_{j-1}^\mu \right) + 1 = \dim_{\mathbb{K}} \left( \tilde{M}_{j-1}^\mu \right) + 1.
\]
(5.51)

Hence,
\[
\dim_{\mathbb{K}} \left( \left( \tilde{M}_j / \tilde{M}_{j-1} \right)^\mu \right) = 1,
\]
(5.52)

so $\varphi_j$ is nonzero. As $M_j / M_{j-1}$ is simple, $\varphi_j$ must be surjective, whence it gives an isomorphism
\[
\tilde{M}_j / \tilde{M}_{j-1} \cong M_j / M_{j-1} \cong \mathfrak{L}(\mu).
\]
(5.53)

Let $J$ be the relevant index set of the composition series
\[
M_0 \subseteq M_1 \subseteq \ldots \subseteq M_{k-1} \subseteq M_k
\]
(5.54)
of $M$ with bounds $\lambda$ and $\nu$. By the observation above, if $j \in J$, then $\tilde{M}_j / \tilde{M}_{j-1} \cong M_j / M_{j-1}$ is simple with highest weight $\mu$ satisfying $\lambda \preceq \mu \preceq \nu$. If an index $j \in \{1, 2, \ldots, k\} \setminus J$ is such that $M_j / M_{j-1}$ is a simple module with highest weight $\xi \succ \lambda$ with $\xi \preceq \lambda$, then using the embedding $\varphi_j : \tilde{M}_j / \tilde{M}_{j-1} \rightarrow M_j / M_{j-1}$, we conclude that either
\[
\tilde{M}_j / \tilde{M}_{j-1} \cong \mathfrak{L}(\xi) \text{ or } \tilde{M}_j / \tilde{M}_{j-1} = 0.
\]
(5.55)

Finally, if $j \in \{1, 2, \ldots, k\} \setminus J$ is such that $(M_j / M_{j-1})^\mu = 0$ for every $\mu$ with $\lambda \preceq \mu \preceq \nu$, using the embedding $\varphi_j : \tilde{M}_j / \tilde{M}_{j-1} \rightarrow M_j / M_{j-1}$, we see that
\[
(\tilde{M}_j / \tilde{M}_{j-1})^\mu = 0
\]
(5.56)
for every $\mu \in \mathfrak{b}^*$ with $\lambda \preceq \mu \preceq \nu$.

Q.E.D.

**Theorem 5.21.** Let $\lambda, \nu \in \mathfrak{b}^*$ be such that $\lambda \preceq \nu$. Then, any two composition series of $M \in \tilde{\mathcal{O}}$ with bounds $\lambda$ and $\nu$ are equivalent.

**Proof:** Suppose that (5.47) and (5.48) are two composition series of $M$ with bounds $\lambda$ and $\nu$. Let $\tilde{M}$ be the submodule of $M$ defined by (5.44). From the lemma above, it suffices to assume that $M = \tilde{M}$.

From the assumption $M = \tilde{M}$, there are finitely many weights $\mu$ of $M$ satisfying $\mu \preceq \lambda$. Thus, we can refine (5.47) and (5.48) in the same manner as in Theorem 5.17 to get index
sets \( \tilde{J} \subseteq \{1, 2, \ldots, k\} \) and \( \tilde{J}' \subseteq \{1, 2, \ldots, k'\} \) such that the following three conditions are met:

(i) \( J \subseteq \tilde{J} \) and \( J' \subseteq \tilde{J}' \),

(ii) for \( j \in \tilde{J} \) and \( j' \in \tilde{J}' \), \( M_j/M_{j-1} \) and \( M_{j'}/M_{j'-1} \) are simple modules with highest weights greater than or equal to \( \lambda \),

(iii) for \( j \notin \tilde{J} \) and \( j' \notin \tilde{J}' \), all the weight spaces \((M_j/M_{j-1})^\mu\) and \((M_{j'}/M_{j'-1})^\mu\) with \( \mu \geq \lambda \) are the zero vector space.

As a result, we can instead show that there exists a bijection \( \tilde{f} : \tilde{J} \rightarrow \tilde{J}' \) such that \( M_j/M_{j-1} \cong M_{f(j)}/M_{f(j)-1} \) for all \( j \in \tilde{J} \). The restriction \( f := \tilde{f}|_J \) yields a bijection \( f : J \rightarrow J' \) as required.

For each \( \xi \in b^* \) with \( \lambda \leq \xi \leq \nu \), let \( t(\xi) \) denote the maximum possible value of the length of the positive root \( \mu - \xi \), where \( \mu \geq \xi \) is a singular weight of \( M \). For each \( l = 0, 1, 2, \ldots \), write \( T_l \) for the set \( \{ \xi \in b^* \mid \xi \geq \lambda \text{ and } t(\xi) = l \} \). We shall instead prove that, for a fixed \( l = 0, 1, 2, \ldots \), the number of \( j \in J \) with \( M_j/M_{j-1} \cong \mathcal{L}(\xi) \) is the same as the number of \( j' \in J' \) with \( M_{j'}/M_{j'-1} \cong \mathcal{L}(\xi) \) for every \( \xi \in T_l \).

The proof goes by induction on \( l \). For the base case \( l = 0 \), every \( \xi \in T_l \) is a singular weight of \( M \), whence the weight space \( M^\xi \) comes from \( \dim_{\mathbb{K}} \left( M^\xi \right) \) copies of \( \mathcal{L}(\xi) \) in any composition series with bounds \( \lambda \) and \( \nu \).

Let now assume that \( l > 0 \) and \( \xi \in T_l \). By the induction hypothesis, the multiplicities of each factor \( \mathcal{L}(\tilde{\xi}) \) with \( \tilde{\xi} \in T_0 \cup T_1 \cup \ldots \cup T_{l-1} \) in the filtrations (5.47) and (5.48) are equal, and let \( m(\tilde{\xi}) \) denote the common value. For each \( j \in J \) with \( M_j/M_{j-1} \cong \mathcal{L}(\tilde{\xi}) \) with \( \tilde{\xi} \in T_0 \cup T_1 \cup \ldots \cup T_{l-1} \), we observe that either \( (M_j/M_{j-1})^\xi = 0 \), or \( \xi \) is a singular weight of \( M_j/M_{j-1} \) (making \( M_j/M_{j-1} \cong \mathcal{L}(\xi) \)). Hence, there are exactly

\[
m(\xi) \equiv \dim_{\mathbb{K}} \left( M^\xi \right) - \sum_{r=0}^{l-1} \sum_{\tilde{\xi} \in T_r} m(\tilde{\xi}) \dim_{\mathbb{K}} \left( \left( \mathcal{L}(\tilde{\xi}) \right)^\xi \right)
\]

values of such \( j \in J \) with \( M_j/M_{j-1} \cong \mathcal{L}(\xi) \). Therefore, \( m(\xi) \) is the multiplicity of \( \mathcal{L}(\xi) \) in (5.47). Since the value \( m(\xi) \) as shown in (5.57) depends only on the previously known values \( m(\tilde{\xi}) \) with \( \tilde{\xi} \in T_0 \cup T_1 \cup \ldots \cup T_{l-1} \), \( m(\xi) \) is also the multiplicity of \( \mathcal{L}(\xi) \) in (5.48). The induction is now complete and the claim follows.

Q.E.D.

Corollary 5.18 and Theorem 5.21 form a partial extension of the usual Jordan-Hölder Theorem for modules of finite length. Based on this, we now extend the usual definition of composition factors and composition factor multiplicities as follows.
Corollary 5.22. Let \( M \in \mathcal{O} \) and \( \mu \in \mathfrak{h}^* \) be such that \( \lambda \leq \mu \leq \nu \). The number of times \( \mathfrak{L}(\mu) \) occurs as a factor in any composition series of \( M \) with bounds \( \lambda \) and \( \nu \) is independent of the choice of the composition series with bounds and the choice of the bounds \( \lambda, \nu \in \mathfrak{h}^* \) (as long as \( \lambda \leq \mu \leq \nu \)). This number is known as the composition factor multiplicity of \( \mathfrak{L}(\mu) \) in \( M \), and is denoted by \( [M : \mathfrak{L}(\mu)] \). If \( [M : \mathfrak{L}(\mu)] > 0 \), then we say that \( \mathfrak{L}(\mu) \) is a composition factor of \( M \).

Proof: For given weights \( \lambda, \nu \in \mathfrak{h}^* \), Theorem 5.21 guarantees that the number \( m^M_{\mu}(\lambda, \nu) \) of times \( \mathfrak{L}(\mu) \) occurs as a factor does not depend on the choice of the composition series of \( M \) with bounds \( \lambda \) and \( \nu \). We have to show that \( m^M_{\mu}(\lambda, \nu) \) is also independent of \( \lambda \) and \( \nu \), provided that \( \lambda \leq \mu \leq \nu \).

Let \( \lambda, \nu \in \mathfrak{h}^* \) be such that \( \lambda \leq \mu \leq \nu \). We choose an arbitrary composition series 
\[
0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \ldots \subseteq M_k = M
\]
with bounds \( \lambda \) and \( \nu \). Then, this filtration is also a composition series with bounds \( \mu \) and \( \mu \). Again, by Theorem 5.21, this filtration is equivalent to any composition series with bounds \( \mu \) and \( \mu \), which immediately implies that
\[
m^M_{\mu}(\lambda, \nu) = m^M_{\mu}(\mu, \mu). \tag{5.58}
\]
Q.E.D.

Remark 5.23. From the proof above, there are at most two possible values of \( m^M_{\mu}(\lambda, \nu) \). If the condition \( \lambda \leq \mu \leq \nu \) is not met, then \( m^M_{\mu}(\lambda, \nu) = 0 \). Otherwise, \( m^M_{\mu}(\lambda, \nu) = m^M_{\mu}(\mu, \mu) \).

The composition factor multiplicity can be simply defined as \( [M : \mathfrak{L}(\mu)] := m^M_{\mu}(\mu, \mu) \).

From this observation, it is possible to make yet another generalization of the usual composition series. We can fix a finite subset \( S \subseteq \mathfrak{h}^* \), and then create a composition series of \( M \in \mathcal{O} \) with weight reference set \( S \), that is, a filtration
\[
0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \ldots \subseteq M_{k-1} \subseteq M_k = M \tag{5.59}
\]
and a subset \( J \subseteq \{1, 2, \ldots, k\} \) such that

(i) if \( j \in J \), then \( M_j/M_{j-1} \cong \mathfrak{L}(\xi(j)) \) for some \( \xi(j) \in S \);

(ii) if \( j \notin J \), then either \( (M_j/M_{j-1})^\mu = 0 \) for every \( \mu \in S \), or \( M_j/M_{j-1} \cong \mathfrak{L}(\xi(j)) \) for some \( \xi(j) \in S \) such that \( \xi(j) \succ \lambda \) for some \( \lambda \in S \).

Composition series with a weight reference set are useful especially when the splitting Borel subalgebras are not Dynkin. However, as our focus lies with Dynkin Borel subalgebras,
properties of composition series with a weight reference set will not be discussed in detail, except that there is a notion of equivalence of such filtrations, and therefore, a composition factor multiplicity \( m^M_\mu (\lambda, \nu) \) in the proof of Corollary 5.22 is replaced by the number \( m^M_\mu (S) \) of times \( L(\mu) \) shows up as a factor in a given composition series with weight reference set \( S \). Then, we can set

\[
[M : L(\mu)] := m^M_\mu (\{\mu\}). \tag{5.60}
\]

We return to the case where \( b \) is a Dynkin Borel subalgebra. Now we shall use the composition series with bounds to study generalized composition series, as introduced below. With the restriction that the modules in \( \bar{\mathcal{O}} \) have finite-dimensional weight spaces, we shall see that these generalized composition series behave similarly to the composition series of modules of finite length.

**Definition 5.24.** A *generalized composition series* of a module \( M \in \bar{\mathcal{O}} \) is a family of submodules \((M_j)_{j \in J}\) satisfying the following conditions:

(i) the index set \( J \) is equipped with a total order \(<\),

(ii) \( M_j \subsetneq M_k \) for each \( j, k \in J \) with \( j < k \).

(iii) \( \bigcap_{j \in J} M_j = 0 \) and \( \bigcup_{j \in J} M_j = M \),

(iv) \( M_j / M_{<j} \) is a simple module for all \( j \in J \), where \( M_{<j} := \bigcup_{k < j} M_k \).

Note that \((M_j)_{j \in J}\) is a generalized composition series of an object \( M \in \bar{\mathcal{O}} \), then the family

\[
\mathcal{G} := (M_j)_{j \in J} \cup (M_{<j})_{j \in J} \tag{5.61}
\]

satisfies the property that each module \( N \in \mathcal{G} \), \( N \) either has an immediate successor or an immediate predecessor (considering \( \mathcal{G} \) a totally ordered set with respect to inclusion). If \( \{N', N''\} \) is a predecessor-successor pair in \( \mathcal{G} \), then \( N'' / N' \) is a simple module. Therefore, a generalized composition series of \( M \) a *generalized flag* on \( M \) in the sense of [13].
Theorem 5.25. Every $M \in \bar{\mathcal{O}}$ has a generalized composition series.

**Proof:** First, we shall prove this theorem when $M$ is indecomposable. We start with arbitrary weights $\lambda(1)$ and $\nu(1)$ of $M$ with $\lambda(1) \leq \nu(1)$. Let $\mathcal{J}(1)$ be the relevant index set of a composition series of $M$ with bounds $\lambda(1)$ and $\nu(1)$. We create two sequences of weights $\{\lambda(k)\}_{k \in \mathbb{Z}_{>0}}$ and $\{\nu(k)\}_{k \in \mathbb{Z}_{>0}}$ in such a way that

$$\lambda(1) \succcurlyeq \lambda(2) \succcurlyeq \lambda(3) \succcurlyeq \ldots, \quad (5.62)$$

$$\nu(1) \prec \nu(2) \prec \nu(3) \prec \ldots, \quad (5.63)$$

and, for every weight $\zeta \in \text{supp}(M)$, there exists $k \in \mathbb{Z}_{>0}$ (depending on $\zeta$) such that $\lambda(k) \preceq \zeta \preceq \nu(k)$. Note that $\lambda(k)$ and $\nu(k)$ do not have to be weights of $M$. Therefore, it is always possible to find an infinite strictly decreasing sequence (5.62) and an infinite strictly increasing sequence (5.63).

Suppose that $\mathcal{J}(k)$ is known. We extend the filtration in the $k$-th step to obtain a composition series of $M$ with bounds $\lambda(k+1)$ and $\mu(k+1)$. To be precise, suppose that

$$0 = M_0^k \subseteq M_1^k \subseteq M_2^k \subseteq \ldots \subseteq M_{l(k)-1}^k \subseteq M_{l(k)}^k = M \quad (5.64)$$

is a composition series with bounds $\lambda(k)$ and $\mu(k)$. If $i$ is in the relevant index set $\mathcal{J}(k)$, then $M_i^k / M_{i-1}^k$ is simple with highest weight $\mu$ with

$$\lambda(k+1) \prec \lambda(k) \preceq \mu \preceq \nu(k) \prec \nu(k+1). \quad (5.65)$$

If $i > 0$ is not in the relevant index set, then we find a composition series of $M_i^k / M_{i-1}^k$ with bounds $\lambda(k+1)$ and $\nu(k+1)$. Then, take the preimages of the submodules that occur this composition series of $M_i^k / M_{i-1}^k$ for each $i > 0$ not in $\mathcal{J}(k)$. Using these preimages, we then refine the composition series (5.64) and obtain a composition series

$$0 = M_0^{k+1} \subseteq M_1^{k+1} \subseteq M_2^{k+1} \subseteq \ldots \subseteq M_{l(k+1)-1}^{k+1} \subseteq M_{l(k+1)}^{k+1} = M \quad (5.66)$$

with bounds $\lambda(k+1)$ and $\nu(k+1)$, along with an inclusion $\iota_k : \mathcal{J}(k) \to \mathcal{J}(k+1)$ of totally ordered sets satisfying $M_i^k / M_{i-1}^k \cong M_{i(k)}^{k+1} / M_{i(k)-1}^{k+1}$ for every $j \in \mathcal{J}(k)$.

We now take $\mathcal{J}$ to be the direct limit $\lim_k \mathcal{J}(k)$. By construction, there is a total order $\prec$ on $\mathcal{J}$ extending the total orders on the sets $\mathcal{J}(k)$. Each $j \in \mathcal{J}$ corresponds to an element in $j(k) \in \mathcal{J}(k)$ for some large enough $k$, and to a submodule $M_j := M_j^k$ of $M$ in the composition series from the $k$-th step. Note that

$$M_{<j} = \bigcup_{j' < j} M_{j'} = M_{j(k)-1}^k, \quad (5.67)$$
whence \( M_j/M_{<j} = M_{j(k)}/M_{j(k)-1}^k \) is simple. Clearly, the index set \( \mathcal{J} \) and the family of submodules \( (M_j)_{j \in \mathcal{J}} \) satisfy the requirements.

Finally, suppose that \( M \) has a direct sum decomposition \( M = \bigoplus_{t \in \mathcal{I}} D_t \), where each \( D_t \) is indecomposable (by Theorem 5.10). We first equip \( \mathcal{I} \) with a well order \(<\) (which exists by the Well-Ordering Principle). Then, we create a generalized filtration series \( \{D_t(j)\}_{j \in \mathcal{J}_t} \) for each \( D_t \). Write \(<_t\) for the total order on \( \mathcal{J}_t \). Let \( \mathcal{J} \) be the totally ordered set

\[
\mathcal{J} := \{(t, j) \mid t \in \mathcal{I} \text{ and } j \in \mathcal{J}_t\}
\]  

with the total order \(<\) defined via the lexicographic ordering as follows:

\[
(t, j) < (\tilde{t}, \tilde{j}) \text{ if and only if } t < \tilde{t}, \text{ or } t = \tilde{t} \text{ and } j < \tilde{j}.
\]  

Then, we take \( M_{(t, j)} := D_t(j) \bigoplus \bigoplus_{t \neq t} D_t \) for every \( (t, j) \in \mathcal{I} \). Then, it is obvious that \( \{M_{(t, j)}\}_{(t, j) \in \mathcal{I}} \) is a generalized composition series of \( M \).

Q.E.D.

**Definition 5.26.** Two generalized composition series \( (M_j)_{j \in \mathcal{J}} \) and \( (M'_j)_{j' \in \mathcal{J}'} \) are equivalent if there exist a bijective function \( f : \mathcal{J} \to \mathcal{J}' \) such that

\[
M_j/M_{<j} \cong M'_{f(j)}/M'_{<f(j)}
\]  

for each \( j \in \mathcal{J} \). Here, \(<\) is the total order on \( \mathcal{J} \), whereas \(<'\) is the total order on \( \mathcal{J}' \). In addition, \( M_{<j} := \bigcup_{k < j} M_k \) as well as \( M'_{<j'} := \bigcup_{k' < j'} M'_{k'} \) for all \( j \in \mathcal{J} \) and \( j' \in \mathcal{J}' \).

**Theorem 5.27.** Any two generalized composition series of \( M \in \mathcal{O} \) are equivalent.

**Proof:** We may first assume that \( M \) is indecomposable. Let \( (M_j)_{j \in \mathcal{J}} \) and \( (M'_j)_{j' \in \mathcal{J}'} \) be two generalized composition series of an object \( M \in \mathcal{O} \). We create a decreasing sequence of weights \( \{\lambda(k)\}_{k \in \mathbb{Z}_{>0}} \) and an increasing sequence of weights \( \{\nu(k)\}_{k \in \mathbb{Z}_{>0}} \) such that every weight \( \mu \in \text{supp}(M) \) satisfies \( \lambda(k) \leq \mu \leq \nu(k) \) for some \( k \).
For each $k$, define
\[ J(k) := \left\{ j \in J \mid M_j/M_{<j} \cong \mathfrak{L}(\xi) \text{ for some } \lambda(k) \leq \xi \leq \nu(k) \right\} \quad (5.71) \]
and
\[ J'(k) := \left\{ j' \in J' \mid M'_j/M'_{<j'} \cong \mathfrak{L}(\xi) \text{ for some } \lambda(k) \leq \xi \leq \nu(k) \right\} \quad (5.72) \]

From Theorem 5.21, we have a bijection $f_k : J(k) \rightarrow J'(k)$ with the property that $M_j/M_{<j} \cong M'_{f_k(j)}/M'_{<f_k(j)}$ for every $j \in J(k)$. We claim that the bijections $f_k$ can be aligned so that $f_{k+1}J(k) = f_k$. Taking the direct limit $f := \lim_{\rightarrow} f_k$ then yields a bijection $f : J \rightarrow J'$ satisfying the requirement of Definition 5.26.

To prove the claim above, assume that $f_{k+1}J(k) \neq f(k)$. Then we define the function $\tilde{f}_{k+1} : J(k+1) \rightarrow J'(k+1)$ as follows:
\[ \tilde{f}_{k+1}(j) = \begin{cases} f_k(j) & \text{if } j \in J(k), \\ f_{k+1}(j) & \text{if } j \in J(k+1) \setminus J(k). \end{cases} \quad (5.73) \]
Replacing $f_{k+1}$ by $\tilde{f}_{k+1}$ and continuing this process for each positive integer $k$, we obtain a set of aligned bijections as desired.

When $M$ is decomposable, we note that it has a unique direct sum decomposition into indecomposable direct summands (Theorem 5.10 and Corollary 5.15). From this, we can easily conclude that two generalized composition series of $M$ are equivalent. \textbf{Q.E.D.}

\textbf{Remark 5.28.} Theorem 5.27 does not hold in general for a module of infinite length over an arbitrary ring $R$. For example, $\mathbb{Z}$ as a module over itself has the following filtration
\[ \mathbb{Z} \supseteq 2\mathbb{Z} \supseteq 2^2\mathbb{Z} \supseteq 2^3\mathbb{Z} \supseteq \ldots, \quad (5.74) \]
which is a generalized composition series of $\mathbb{Z}$ in the same sense as in Theorem 5.25. However, $\mathbb{Z}$ admits a different generalized composition series inequivalent to (5.74):
\[ \mathbb{Z} \supseteq 3\mathbb{Z} \supseteq 3^2\mathbb{Z} \supseteq 3^3\mathbb{Z} \supseteq \ldots. \quad (5.75) \]

\textbf{Example 5.29.} If a module $M \in \mathcal{O}$ has finite length, then any generalized composition
series of \( M \) is a composition series. As we shall see from the filtration (6.20), the Verma module \( \mathcal{M}(\langle 2, 2, 3, 4, 5, 6, 7, \ldots \rangle) \) over \( \mathfrak{gl}_\infty \) has a generalized composition series with an index set isomorphic to \( \mathbb{Z}_{\leq 0} \) as an ordered set. Its dual will then have a generalized composition series with an index set isomorphic to \( \mathbb{Z}_{> 0} \).

In Section 9.2, injective objects in \( \tilde{\mathcal{O}} \) and in some of its subcategories are introduced. A generalized composition series of such an injective object is given by an index set isomorphic to a totally ordered set isomorphic to a disjoint union of finitely many copies of \( \mathbb{Z}_{> 0} \) on top of one another.

**Open Question 5.30.** What are possible index sets (up to isomorphism of ordered sets) of generalized composition series of indecomposable objects in \( \tilde{\mathcal{O}} \)? In particular, is it true that every indecomposable object \( M \) of \( \tilde{\mathcal{O}} \) admits a generalized composition series ordered by a subset of \( \mathbb{Z} \) with the usual order?

**Corollary 5.31.** Let \( M \in \tilde{\mathcal{O}} \) and \( \lambda \in \mathfrak{h}^* \). If \( M = \bigoplus_{j \in J} M_j \) for objects \( M_j \in \tilde{\mathcal{O}} \) and some index set \( J \), then

\[
[M : \mathfrak{L} (\lambda)] = \sum_{j \in J} [M_j : \mathfrak{L} (\lambda)].
\] (5.76)

Note that this sum is always finite.

**Remark 5.32.** We can also define a generalized composition series of a module \( M \in \tilde{\mathcal{O}} \) when the splitting Borel subalgebra is non-Dynkin. The idea is to also first deal with the case where \( M \) is indecomposable, so there exist finite subsets \( S_1, S_2, S_3, \ldots \) of \( \text{supp}(M) \) such that \( S_1 \subseteq S_2 \subseteq S_3 \subseteq \ldots \) and that

\[
\bigcup_{r=1}^{\infty} S_r = \text{supp}(M).
\] (5.77)

Then, we first construct a composition series of \( M \) with weight reference set \( S_1 \). For each \( r > 1 \), we refine the previously obtained composition series of \( M \) with weight reference set \( S_{r-1} \) to get a composition series of \( M \) with weight reference set \( S_r \). By taking the direct limit as in the proof of Theorem 5.25, we obtain a generalized composition series of \( M \). Two
generalized composition series of $M$ are also equivalent, and the corollary above holds as well. The details are omitted here as our focus is on Dynkin Borel subalgebras.

We now assume again that $\mathfrak{b}$ is a Dynkin Borel subalgebra.

**Definition 5.33.** Let $\lambda \in \mathfrak{h}^*$. Let $W[\lambda]$ be the subgroup of $W$ containing all $w \in W$ such that $w \cdot \lambda - \lambda \in \Lambda$. Write $W_n$ for the Weyl group of $\mathfrak{g}_n$. We similarly define $W_n[\lambda_n]$ for each $n \in \mathbb{Z}_{>0}$ and $\lambda_n \in \mathfrak{h}_n^*$. These subgroups are known as the integral Weyl groups.

**Theorem 5.34.** Let $\lambda, \mu \in \mathfrak{h}^*$. If the simple module $L(\mu)$ is a composition factor of the Verma module $M(\lambda)$, then $\mu \preceq \lambda$ and $\mu \in W[\lambda] \cdot \lambda$.

**Proof:** Suppose that $M(\lambda)$ has $L(\mu)$ as a composition factor. Let $v$ be a highest-weight vector of $M(\lambda)$. Then, for all sufficiently large $n \in \mathbb{N}$, $M_n := U(\mathfrak{g}_n) \cdot v \in \mathcal{O}_{\mathfrak{b}_n}^{\mathfrak{g}_n}$ is a Verma module and must have $\mathfrak{g}_n$-submodules $N_n$ and $N'_n$ with $N_n \subseteq N'_n$ and $N'_n/N_n$ has $\mu_n := \mu|_{\mathfrak{b}_n}$ as a highest weight. Hence, $L(\mu_n)$ is a composition factor of $M_n \cong M(\lambda_n)$, where $\lambda_n := \lambda|_{\mathfrak{b}_n}$. Due to the finite-dimensional theory,

$$\mu_n \preceq \lambda_n \text{ and } \mu_n \in W_n[\lambda_n] \cdot \lambda_n.$$  \hspace{1cm} (5.78)

The result follows immediately. \textbf{Q.E.D.}
6 Verma Modules

In this section, \( \mathfrak{g} \) is an arbitrary root-reductive Lie algebra.

6.1 Fundamental Properties of Verma Modules

In this subsection, \( \mathfrak{b} \) is an arbitrary splitting Borel subalgebra of \( \mathfrak{g} \) containing a splitting maximal toral subalgebra \( \mathfrak{h} \).

**Theorem 6.1.** A Verma module has at most one simple Verma submodule. If \( \mathfrak{b} \) is Dynkin, then a Verma module has at most one simple submodule.

**Proof:** Let \( \lambda \in \mathfrak{h}^* \) and \( M := \mathcal{M}(\lambda) \). Suppose that \( N_1 \) and \( N_2 \) are highest-weight \( \mathfrak{U}(\mathfrak{g}) \)-submodules of \( M \) with highest-weight vectors \( v_1 \neq 0 \) and \( v_2 \neq 0 \), respectively. Let \( R \) denote the universal enveloping algebra \( \mathfrak{U}(\mathfrak{n}^-) \). As we have seen before (in Section 2.2), \( M \) is isomorphic to \( R \) as an \( R \)-module. We can identify \( M \) with \( R \), making \( v_1 \) and \( v_2 \) elements of \( R \). Ergo, \( N_1 \) and \( N_2 \) are left \( S \)-ideals \( R \cdot v_1 \) and \( R \cdot v_2 \), respectively.

Because \( \mathfrak{g} \) is locally finite, the Lie subalgebra \( \mathfrak{n}^- \) is also locally finite. Thus, there exists a finite-dimensional Lie subalgebra \( \mathfrak{n}^- \) of \( \mathfrak{n}^- \) that contains the elements of \( \mathfrak{n}^- \) involved in the PBW polynomial expressions for \( v_1 \) and \( v_2 \). We take \( R \) to be the universal enveloping algebra of \( \mathfrak{n}^- \). Consequently, \( R \) is a noetherian ring. We want to show that the left \( R \)-ideals \( R \cdot v_1 \) and \( R \cdot v_2 \) intersect nontrivially.

A more general statement is true. Let \( \mathfrak{R} \) be a left noetherian ring. If \( x \in \mathfrak{R} \) is not a right zero-divisior, then the left ideal \( \mathfrak{R} \cdot x \) intersects every nonzero left ideal of \( \mathfrak{R} \) nontrivially. In particular, if \( \mathfrak{R} \) has no right zero-divisors, then any two nonzero left ideals of \( \mathfrak{R} \) intersect nontrivially. (For a proof, see Lemma 4.1 in [20].)

From the paragraph above, we conclude that \( R \cdot v_1 \) must intersect \( R \cdot v_2 \) nontrivially. Thence, \( N_1 \) and \( N_2 \) intersect nontrivially as well. As a result, if \( N_1 \) and \( N_2 \) are both simple highest-weight \( \mathfrak{U}(\mathfrak{g}) \)-submodules of \( M \), then \( N_1 = N_2 \). In other words, every Verma module over \( \mathfrak{g} \) has at most one simple Verma submodule.

Q.E.D.

**Corollary 6.2.** If a Verma module \( M \) has a simple Verma submodule \( L \), then every Verma submodule of \( M \) contains \( L \). In particular, if \( \mathfrak{b} \) is Dynkin and \( M \) has a simple submodule \( L \), then all nontrivial submodules of \( M \) must contain \( L \), i.e., \( L \) equals the socle of \( M \).

In parallel to the finite-dimensional case, the theorem below gives a generalized version to items (b) and (c) of Theorem 4.1. The next subsection partially offers a condition under which there exists an embedding of a Verma module into another Verma module.
Theorem 6.3. Let $\lambda, \mu \in \mathfrak{h}^*$. Then,

$$\dim_{\mathbb{K}} \left( \text{Hom}_{U(g)} \left( \mathcal{M}(\lambda), \mathcal{M}(\mu) \right) \right) \in \{0, 1\}. \quad (6.1)$$

Furthermore, all nonzero elements of $\text{Hom}_{U(g)} \left( \mathcal{M}(\lambda), \mathcal{M}(\mu) \right)$ are embeddings. If a nonzero homomorphism exists, then $\lambda \preceq \mu$.

**Proof:** Let us suppose that $\lambda, \mu \in \mathfrak{h}^*$ are such that there exist two nonzero homomorphisms $\phi_1, \phi_2 : \mathcal{M}(\lambda) \to \mathcal{M}(\mu)$ of $U(g)$-modules. We shall prove that $\phi_2 = \kappa \phi_1$ for some $\kappa \in \mathbb{K}$. Let $v_\lambda \neq 0$ and $v_\mu \neq 0$ be highest-weight vectors of $\mathcal{M}(\lambda)$ and $\mathcal{M}(\mu)$, respectively. Write

$$w_i := \phi_i (v_\lambda) \quad (6.2)$$

for $i \in \{1, 2\}$. We identify $\mathcal{M}(\mu)$ as a $U \left( \mathfrak{n}^- \right)$-module which is isomorphic to $U \left( \mathfrak{n}^- \right)$ itself. Ergo, $w_1$ and $w_2$ are now elements of $U \left( \mathfrak{n}^- \right)$. By the local finiteness of $\mathfrak{g}$, there exists a finite-dimensional Lie subalgebra $\mathfrak{g}$ with a Borel subalgebra $\mathfrak{b} := \mathfrak{b} \cap \mathfrak{g}$ that contains a maximal toral subalgebra $\mathfrak{h} := \mathfrak{h} \cap \mathfrak{g}$. Then,

$$M := U \left( \mathfrak{g} \right) \cdot v_\mu \quad (6.3)$$

is a Verma module over $\mathfrak{g}$. Now, $U \left( \mathfrak{g} \right) \cdot w_1$ and $U \left( \mathfrak{g} \right) \cdot w_2$ are isomorphic Verma modules over $\mathfrak{g}$, both of which are embedded into $M$. Since, in the finite-dimensional case, the homomorphism space between two Verma modules is either trivial or one-dimensional. Therefore, we must have $U \left( \mathfrak{g} \right) \cdot w_1 = U \left( \mathfrak{g} \right) \cdot w_2$. Consequently, $w_2 = \kappa w_1$ for some nonzero $\kappa \in \mathbb{K}$. This means

$$\phi_2 = \kappa \phi_1. \quad (6.4)$$

Hence, $\text{Hom}_{U(g)} \left( \mathcal{M}(\lambda), \mathcal{M}(\mu) \right)$ is of dimension 0 or 1 over $\mathbb{K}$.

To show that any nonzero homomorphism in $\text{Hom}_{U(g)} \left( \mathcal{M}(\lambda), \mathcal{M}(\mu) \right)$ must be an embedding, let $\phi$ be such a map. Via the identification of $\mathcal{M}(\lambda)$ and $\mathcal{M}(\mu)$ with $U \left( \mathfrak{n}^- \right)$ as left $U \left( \mathfrak{n}^- \right)$ modules, we can easily see that $\phi$ is the multiplication map $x \mapsto u \cdot x$ for some $u \in U \left( \mathfrak{n}^- \right)$ and for all $x \in U \left( \mathfrak{n}^- \right)$. Because $U \left( \mathfrak{n}^- \right)$ lacks zero divisors, the map $\phi$ must be injective.

Q.E.D.

Unlike in the finite-dimensional case, we do not know whether there exists a Verma module over $\mathfrak{g}$ which has more than one simple submodules. However, the uniqueness of simple submodules is guaranteed if $\mathfrak{b}$ is a Dynkin Borel subalgebra. We shall see later that,
in contrast with the finite-dimensional theory, there are Verma modules with no simple submodules (see Section 6.3).

6.2 Verma Modules for Dynkin Borel Subalgebras

It can be easily seen that all Verma modules are objects of the category $\tilde{O}_b^g$ if and only if $b$ is a Dynkin Borel subalgebra of $g$. This is one of the reasons why this dissertation focuses on the category $\tilde{O}_b^g$ for a Dynkin Borel subalgebra $b$ of a root-reductive Lie algebra $g$.

Suppose now that $b$ is Dynkin. We have the following trivial proposition (which has been used in Theorem 6.1, Corollary 6.2, and Theorem 6.3).

**Proposition 6.4.** Let $\lambda \in h^*$. 

(a) Every weight space of $\mathcal{M}(\lambda)$ is finite dimensional.

(b) Every submodule of $\mathcal{M}(\lambda)$ has a singular vector.

(c) Any simple submodule of $\mathcal{M}(\lambda)$ is also a Verma module.

(d) For $\mu \in h^*$ such that $\lambda \preceq \mu$, there exists only finitely many $\xi \in h^*$ such that $\lambda \preceq \xi \preceq \mu$.

**Definition 6.5.** For a root $\alpha \in \Delta$, let $h_\alpha$ be the unique element of $[g^+, g^-]$ such that $\alpha(h_\alpha) = 2$.

(a) We say that $\lambda \in h^*$ is *integral* if $\lambda(h_\alpha) \in \mathbb{Z}$ for every $\alpha \in \Delta$.

(b) We say that $\lambda \in h^*$ is *antidominant* if $(\lambda + \rho)(h_\alpha) \notin \mathbb{Z}_{>0}$ for any $\alpha \in \Delta^+$. 

(c) We say that $\lambda \in h^*$ is *almost antidominant* if $(\lambda + \rho)(h_\alpha) \in \mathbb{Z}_{>0}$ for only finitely many $\alpha \in \Delta^+$.

It turns out that Verma’s Theorem (Theorem 4.2) and the BGG Theorem (Theorem 4.3) hold also for root-reductive Lie algebras. The generalizations below shall be called Verma’s Theorem and BGG Theorem as well.

**Theorem 6.6 (Verma’s Theorem).** For $\lambda \in h^*$ and for a given a positive root $\alpha$ such that $s_\alpha \cdot \lambda \preceq \lambda$, there exists an embedding $\mathcal{M}(s_\alpha \cdot \lambda) \rightarrow \mathcal{M}(\lambda)$. 
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Proof: For \( n \in \mathbb{Z}_{>0} \), write \( b_n \) and \( h_n \) for \( b \cap g_n \) and \( h \cap g_n \), respectively. Let \( \lambda_n \) be the restriction of \( \lambda \) onto \( b_n \). Denote by \( M \) the Verma module \( \mathcal{M}(\lambda; g, b, b) \), while \( M_n \) is the Verma module \( \mathcal{M}(\lambda_n; g_n, b_n, h_n) \). If \( u \) is a highest-weight vector of \( M \), then by identifying a highest-weight vector of \( M_n \) with \( u \), we have

\[
M_1 \subseteq M_2 \subseteq M_3 \subseteq \ldots \quad (6.5)
\]

In other words, \( M \) is the direct limit of \( (M_n)_{n \in \mathbb{Z}_{>0}} \) under inclusion maps.

Define

\[
\Psi := \{ \gamma \in \Delta^+ \mid \gamma \preceq \lambda - s_{\alpha} \cdot \lambda \} \quad (6.6)
\]

The set \( \Psi \) is clearly finite. Therefore, for sufficiently large values of \( n \), say \( n \geq m \) for some \( m \in \mathbb{Z}_{>0} \), we have \( g^{-\beta} \subseteq g_n \) for all \( \beta \in \Psi \), which further implies that \( \alpha|_{b_n} \) is a positive root of \( g_n \) and that \( s_{\alpha} \in W_n \). Thus, for such \( n \in \mathbb{Z}_{>0} \), the Verma module \( \mathcal{M}(s_{\alpha} \cdot \lambda_n; g_n, b_n, h_n) \) is isomorphic to a unique \( g_n \)-submodule \( N_n \) of \( M_n \), where we have applied Theorem 4.1 and Verma’s Theorem (Theorem 4.2).

Now, observe that, for \( n \geq m \), \( s_{\alpha} \cdot \lambda_n \in b_n^* \) is identical to the restriction of \( s_{\alpha} \cdot \lambda_{n+1} \in b_n^* \) onto \( b_n \). Furthermore, the weight space associated to the weight \( s_{\alpha} \cdot \lambda_n \) of \( M_n \) (where the dot action is done in \( b_n^* \)) is precisely \( M^{s_{\alpha} \cdot \lambda} \). This means that the highest-weight spaces of \( N_n \) and of \( N_{n+1} \), which correspond to the weights \( s_{\alpha} \cdot \lambda_n \) and \( s_{\alpha} \cdot \lambda_{n+1} \), respectively, are identical for \( n \geq m \). That is, \( N_n \subseteq N_{n+1} \) for every integer \( n \geq m \). The direct limit

\[
N := \lim_{n \to} N_n \quad (6.7)
\]

of \( (N_n)_{n \geq m} \) under inclusion maps is thus a \( g \)-submodule of \( M \) isomorphic to \( \mathcal{M}(s_{\alpha} \cdot \lambda; g, b, b) \).

Q.E.D.

Theorem 6.7 (BGG Theorem). For \( \lambda, \mu \in b^* \), there exists a nontrivial \( g \)-module homomorphism from \( \mathcal{M}(\lambda) \) to \( \mathcal{M}(\mu) \) if and only if \( \lambda \) is strongly linked to \( \mu \), namely, there exist positive roots \( \alpha_1, \alpha_2, \ldots, \alpha_l \) such that

\[
\lambda = (s_{\alpha_1} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \mu \preceq (s_{\alpha_{l-1}} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \mu \preceq \cdots \preceq s_{\alpha_1} \cdot \mu \preceq \mu \quad . \quad (6.8)
\]

That is, for \( \mu \in b^* \), all Verma submodules of \( \mathcal{M}(\mu) \) is of the form \( \mathcal{M}(w \cdot \mu) \), where \( w \) is an element of the Weyl group.

Proof: The converse (i.e., that a strong linkage implies the existence of an embedding) is clear, so we prove the other direction (i.e., that an embedding implies the existence of
a strong linkage). Suppose that $M(\lambda)$ is a submodule $N := M(\mu)$. Let $u$ and $v$ be highest-weight vectors of $M$ and $N$, respectively. For each $n \in \mathbb{Z}_{>0}$, write $M_n$ for $U(g_n) \cdot u$. As $M = \lim_{\rightarrow} M_n$, there exists $m \in \mathbb{Z}_{>0}$ such that $n \geq m$ implies $v \in M_n$.

For $n \geq m$, write $N_n$ for $U(g_n) \cdot v$. Then, $N_n$ is a Verma submodule of $M_n$ (over $g_n$). The finite-dimensional BGG Theorem (Theorem 4.3) guarantees that $\lambda_n := \lambda|_{b_n}$ is strongly linked to $\mu_n := \mu|_{b_n}$. The positive roots $\alpha_j^n, j = 1, 2, \ldots, l_n$, involved in the $n$-th linkage

$$\lambda_n = (s_{\alpha_{ln}^n} \cdots s_{\alpha_2^n} s_{\alpha_1^n}) \cdot \mu_n \preceq (s_{\alpha_{ln}^{n-1}} \cdots s_{\alpha_2^n} s_{\alpha_1^n}) \cdot \mu_n \preceq \ldots \preceq s_{\alpha_1^n} \cdot \mu_n \preceq \mu_n \quad (6.9)$$

between $\lambda_n$ and $\mu_n$ must belong to the set $\{ \alpha \in \Delta^+ | \alpha \preceq \mu - \lambda \}$, which is a finite set.

If $\mu - \lambda = \sum_{\alpha \in \Sigma} t_{\alpha} \alpha$, where $t_{\alpha} \in \mathbb{Z}_{\geq 0}$ for each $\alpha \in \Sigma$, then the length $l_n$ of the $n$-th linkage is at most

$$\sum_{\alpha \in \Sigma} t_{\alpha} < \infty. \quad (6.10)$$

Using the Pigeonhole Principle, it follows that there are infinitely many $n \geq m$ with the same linkage pattern, say

$$\lambda_n = (s_{\alpha_1} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \mu_n \preceq (s_{\alpha_{l-1}} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \mu_n \preceq \ldots \preceq s_{\alpha_1} \cdot \mu_n \preceq \mu_n, \quad (6.11)$$

where $\alpha_1, \alpha_2, \ldots, \alpha_l$ are positive roots. Hence, (6.8) holds. Q.E.D.

**Theorem 6.8.** For $\lambda \in \mathfrak{h}^*$, $M(\lambda)$ is simple if and only if $\lambda$ is antidominant.

**Proof:** For each root $\alpha$, $s_{\alpha}$ is the reflection with respect to $\alpha$ and $h_{\alpha}$ is as defined in Definition 6.5.

($\Rightarrow$) Suppose that $\lambda$ is not antidominant. Then, there exists a positive root $\alpha$ such that

$$\lambda + \rho \cdot (h_{\alpha}) \in \mathbb{Z}_{>0}. \quad (6.12)$$

This means $s_{\alpha} \cdot \lambda \leq \lambda$ and $0 \leq M(s_{\alpha} \cdot \lambda) \leq M(\lambda)$, where we have applied Verma’s Theorem (Theorem 6.6); as a result, $M(\lambda)$ is not simple.

($\Leftarrow$) Suppose that $M(\lambda)$ is not simple. Then, it has a proper nonzero submodule, which must have a highest-weight vector whose weight is $\mu \in \mathfrak{h}^*$. Then, $M(\mu)$ is a proper
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Verma submodule of $\mathfrak{m}(\lambda)$, so $\mu \leq \lambda$. Using the BGG Theorem (Theorem 6.7), there are positive roots $\alpha_1, \alpha_2, \ldots, \alpha_l$ with $l \in \mathbb{Z}_{>0}$ such that

$$\mu = (s_{\alpha_l} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \lambda \preceq (s_{\alpha_{l-1}} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \lambda \preceq \cdots \preceq s_{\alpha_1} \cdot \lambda \preceq \lambda.$$  

(6.13)

Because $s_{\alpha_1} \cdot \lambda \preceq \lambda$, we have $(\lambda + \rho) (h_{\alpha_1}) \in \mathbb{Z}_{>0}$. Thence, $\lambda$ is not antidominant.

Q.E.D.

**Theorem 6.9.** Let $\lambda \in \mathfrak{h}^*$. The following conditions are equivalent:

(a) The module $\mathfrak{m}(\lambda)$ is of finite length.

(b) The module $\mathfrak{m}(\lambda)$ has a simple submodule.

(c) There exists an antidominant weight $\xi$ such that $\xi$ is strongly linked to $\lambda$.

(d) The weight $\lambda$ is almost antidominant.

**Proof:** For simplicity, we shall denote $M$ for $\mathfrak{m}(\lambda)$.

\((a) \iff (b)\)
For the direct implication, let

$$0 = M_0 \subsetneq M_1 \subsetneq M_2 \subsetneq \ldots \subsetneq M_{l-1} \subsetneq M_l = M$$  

(6.14)

be a composition series of $M$ for some $l \in \mathbb{Z}_{>0}$. Then, $M_1$ must be simple.

Conversely, let $L$ be a simple submodule of $M$. Then, $L$ is a Verma module of highest weight $\mu \in \mathfrak{h}^*$ with $\mu \leq \lambda$. Note that every nonzero submodule of $M$ must include $L$. Any singular weight $\xi$ of $M$ must then satisfy $\mu \preceq \xi \preceq \lambda$. There are only finitely many weights $\xi$ for which $\mu \preceq \xi \preceq \lambda$, and the weight space with weight $\xi$ is finite dimensional for each $\xi \in \mathfrak{h}^*$. If $m$ is the sum of the dimensions of all the weight spaces with weight $\xi \in \mathfrak{h}^*$ such that $\mu \preceq \xi \preceq \lambda$, then we can immediately see that $M$ has a composition series of length at most $m$. Hence, $M$ is of finite length.

\((b) \iff (c)\)
We can easily apply Verma’s Theorem (Theorem 6.6), the BGG Theorem (Theorem 6.7), and Theorem 6.8 to verify that (b) and (c) are equivalent.

\((b) \Rightarrow (d)\)
Suppose $L$ is a simple submodule of $M$. Then, $L$ is a Verma module with the highest weight $\mu \preceq \lambda$, for some $\mu \in \mathfrak{h}^*$. By the BGG Theorem (Theorem 6.7), $w \cdot \lambda = \mu$ for some $w \in W$. Since $\mu$ is antidominant (by Theorem 6.8), this means $\lambda$ is almost antidominant.
Suppose that $\lambda$ is almost antidominant. For each $\mu \in \mathfrak{b}^*$, let $\Xi(\mu)$ denotes the set of positive roots $\alpha$ such that $h_\alpha(\lambda + \rho)$ is a positive integer. We say that $\alpha \in \Xi(\mu)$ is minimal if $\alpha$ cannot be written as a sum of at least two elements of $\Xi(\mu)$. Let $\Upsilon(\mu)$ be the cardinality of $\Xi(\mu)$.

By the assumption, $\Upsilon(\lambda) < \infty$. We shall prove by induction on $\Upsilon(\lambda)$. Pick a minimal $\alpha \in \Xi(\lambda)$. Then, we have

$$s_\alpha \cdot \lambda \preceq \lambda$$

and $\Upsilon(s_\alpha \cdot \lambda) < \Upsilon(\lambda)$. \hspace{1cm} (6.15)

By the induction hypothesis, there exists an antidominant weight $\xi$ such that $\xi$ is strongly linked to $s_\alpha \cdot \lambda$. That is, there are positive roots $\alpha_2, \alpha_3, \ldots, \alpha_l$ such that

$$\xi = (s_{\alpha_l} \cdots s_{\alpha_2}) \cdot (s_{\alpha_1} \cdot \lambda) \preceq \cdots \preceq s_{\alpha_2} \cdot (s_{\alpha_1} \cdot \lambda) \preceq s_{\alpha_1} \cdot \lambda.$$ \hspace{1cm} (6.16)

It follows immediately that

$$\xi = (s_{\alpha_l} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \lambda \preceq (s_{\alpha_l-1} \cdots s_{\alpha_2} s_{\alpha_1}) \cdot \lambda \preceq \cdots \preceq s_{\alpha_1} \cdot \lambda \preceq \lambda,$$ \hspace{1cm} (6.17)

and our proof is now complete.

Q.E.D.

### 6.3 Examples for $\mathfrak{gl}_\infty$

In this subsection, $\mathfrak{g} := \mathfrak{gl}_\infty$. We take $\mathfrak{h}$ to be the subalgebra $\mathfrak{h}_{\text{diag}}$ and $\mathfrak{b}$ to be the one-sided Dynkin Borel subalgebra $\mathfrak{b}_{1\text{st}}$ of $\mathfrak{g}$. For $n \in \mathbb{Z}_{>0}$, $\mathfrak{g}_n$ is the subalgebra of $\mathfrak{g}$ spanned over $\mathbb{K}$ by $E_{i,j}$ with $i, j \in \{1, 2, \ldots, n\}$.

Recall that $\mathfrak{b}$ is a Dynkin Borel subalgebra of $\mathfrak{g}$. Its simple roots are $\epsilon_i - \epsilon_{i+1}$ for all $i = 1, 2, 3, \ldots$, where $\epsilon_i \in \mathfrak{b}^*$ is the map sending $E_{i,i}$ to 1 and $E_{j,j}$ to 0 for every $j \in \mathbb{Z}_{>0} \setminus \{i\}$. The global half sum of positive roots with respect to $\mathfrak{b}$ is given by the same formula as the half sum of positive root for $\mathfrak{gl}_\infty$ with the Dynkin Borel subalgebra $\mathfrak{b}_{1\text{st}}$ shown in (3.19).

The Weyl group of $W$ is the infinite symmetric group $\mathfrak{S}_\infty$ (i.e., the group of permutations on $\mathbb{Z}_{>0}$ which fix all but finitely many numbers). Now, if $\lambda = \left(\lambda^k\right)_{k \in \mathbb{Z}_{>0}} \in \mathfrak{b}^*$, then we can see that the actions of $w \in W$ are given by

$$w(\lambda) = \left(\lambda^{w(k)}\right)_{k \in \mathbb{Z}_{>0}} \text{ and } w \cdot \lambda = \left(\lambda^{w(k)} - w(k) + k\right)_{k \in \mathbb{Z}_{>0}}.$$ \hspace{1cm} (6.18)
Remark 6.10. Let \( \lambda = \left( \lambda^k \right)_{k \in \mathbb{Z}_{>0}} \in \mathfrak{b}^* \). In light of Definition 6.5, we observe the followings:

(a) The weight \( \lambda \) is integral if and only if \( \lambda^i - \lambda^j \in \mathbb{Z} \) for all \( i, j \in \mathbb{Z}_{>0} \), or equivalently, there exists \( c \in \mathbb{K} \) such that \( \lambda^k - c \) is an integer for every \( k \in \mathbb{Z}_{>0} \).

(b) If \( \lambda \) is integral, then it is antidominant if and only if the sequence \( \left( \lambda^k \right)_{k \in \mathbb{Z}_{>0}} \) is strictly increasing.

(c) If \( \lambda \) is integral, then it almost antidominant if and only if there exists \( N \in \mathbb{Z}_{>0} \) such that \( \lambda^k - k \leq \lambda^N - N \) for every \( k = 1, 2, \ldots, N - 1 \) and that \( \left( \lambda^k \right)_{k \geq N} \) is strictly increasing.

Since the zero weight \( 0 = (0, 0, 0, \ldots) \) is not antidominant (in fact, it is integral dominant), \( \mathfrak{M}(0) \) is of infinite length and has no simple submodules. On the other hand, the weight \( \lambda := (1, 2, 3, \ldots) \) is antidominant, so \( \mathfrak{M}(\lambda) \) is simple (whence \( \mathfrak{M}(\lambda) = \mathfrak{L}(\lambda) \)). A small modification of \( \lambda \), say \( \mu := (1, 0, -1, 4, 5, 6, \ldots) \), is almost antidominant. The antidominant weight \( \xi \) which is strongly linked to \( \mu \) is

\[
\xi := (-3, 0, 3, 4, 5, 6, \ldots).
\]

However, there are some weights \( \nu \in \mathfrak{b}^* \) whose sequential forms \( \nu = (\nu^1, \nu^2, \nu^3, \ldots) \) are eventually strictly increasing and whose corresponding Verma modules \( \mathfrak{M}(\nu) \) are of infinite length. An example is the weight \( \nu := (2, 2, 3, 4, 5, 6, \ldots) \). We can see that, with \( \nu_0 := \nu \) and \( \nu_k := (k \cdot k + 1) \cdot \nu_{k-1} \) for each \( k = 1, 2, \ldots \) (where \( (k \cdot k + 1) \in W \) is the transposition that swaps the \( k \)-th coordinate and the \((k + 1)\)-st coordinate), we have the infinite filtration

\[
\mathfrak{M}(\nu) \supsetneq \mathfrak{M}(\nu_0) \supsetneq \mathfrak{M}(\nu_1) \supsetneq \mathfrak{M}(\nu_2) \supsetneq \ldots,
\]

or

\[
\mathfrak{M}\left((2, 2, 3, 4, 5, 6, 7, \ldots)\right) \supsetneq \mathfrak{M}\left((1, 3, 3, 4, 5, 6, 7, \ldots)\right) \supsetneq \mathfrak{M}\left((1, 2, 4, 4, 5, 6, 7, \ldots)\right) \supsetneq \ldots.
\]

This filtration is a generalized composition series of \( \mathfrak{M}(\nu) \), with composition factors \( \mathfrak{L}(\nu_0) \), \( \mathfrak{L}(\nu_1) \), \( \mathfrak{L}(\nu_2) \), \ldots, each with multiplicity 1. Additionally, observe that the Verma module \( \mathfrak{M}(\nu) \) has no socle.

6.4 Verma Modules for General Splitting Borel Subalgebras

In this subsection, \( \mathfrak{b} \) is an arbitrary splitting Borel subalgebra of a root-reductive Lie algebra \( \mathfrak{g} \).
Definition 6.11. The \( b \)-foundational subalgebra of \( g \) is the subalgebra \( \tilde{g} \) of \( g \) generated by \( \mathfrak{h} \) and all simple root spaces (both positive and negative).

Proposition 6.12. The \( b \)-foundational subalgebra \( \tilde{g} \) of \( g \) is given by

\[
\tilde{g} = \mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta_{\text{fl}}} g^\alpha,
\]

(6.21)

where \( \Delta_{\text{fl}} \) is the subset of \( \Delta \) consisting of all roots of finite length. The set of positive roots of finite length and the set of negative roots of finite length are denoted by \( \Delta_{\text{fl}}^+ \) and \( \Delta_{\text{fl}}^- \), respectively.

Observe that the \( b \)-foundational subalgebra \( \tilde{g} \) of a root-reductive Lie algebra \( g \) is a root-reductive Lie algebra with a splitting maximal toral subalgebra \( \mathfrak{h} \). Let \( \tilde{b} \) denote \( b \cap \tilde{g} \). Then, \( \tilde{b} \) is a Dynkin Borel subalgebra of \( \tilde{g} \). Consequently, \( \tilde{g} \) possesses a half sum of positive roots \( \tilde{\rho} \) with respect to \( \tilde{b} \).

Example 6.13. Let \( g \) be the Lie algebra \( \mathfrak{sl}_\infty \). If \( b \) is given by the ordering

\[
1 \prec 3 \prec 5 \prec \ldots \prec 6 \prec 4 \prec 2,
\]

(6.22)

then the \( b \)-foundational subalgebra \( \tilde{g} \) of \( g \) is the direct sum \( g[1] \oplus g[2] \), where \( g[1] \) is given by odd indices and \( g[2] \) is given by even indices. This Borel subalgebra \( b \) shall be denoted by \( b_{\text{si}} \) (and it is called the simplest ideal Borel subalgebra). Note that \( g[1] \) is isomorphic to \( \mathfrak{sl}_\infty \) with the one-sided Dynkin Borel subalgebra \( b_{1A} \), whilst \( g[2] \) is isomorphic to \( \mathfrak{sl}_\infty \) with the opposite one-sided Dynkin Borel subalgebra \( b_{1A}^- \). The global half sum of positive roots of \( \tilde{g} \) is

\[
\tilde{\rho} = (-1, +1, -2, +2, -3, +3, \ldots).
\]

(6.23)

Let \( W_{\text{fl}} \) be the subgroup of the Weyl group \( W \) generated by the reflections with respect to roots of finite length. Then, the dot action of \( W_{\text{fl}} \) on \( g \) is given by

\[
s_\alpha \cdot \lambda \overset{\text{def}}{=} \lambda - (\lambda + \tilde{\rho}) (h_\alpha) \alpha,
\]

(6.24)
where \( s_\alpha \) is the reflection with respect to \( \alpha \in \Delta_{fl} \). If \( l \in \mathbb{Z}_{\geq 0} \) and \( \alpha_1, \alpha_2, \ldots, \alpha_l \) are positive roots of finite length, then

\[
\left( s_{\alpha_l} s_{\alpha_{l-1}} \cdots s_{\alpha_2} s_{\alpha_1} \right) \cdot \lambda \overset{\text{def}}{=} s_{\alpha_l} \cdot \left( s_{\alpha_{l-1}} \cdot \left( \cdots \left( s_{\alpha_2} \cdot (s_{\alpha_1} \cdot \lambda) \right) \cdots \right) \right).
\] (6.25)

The dot action defined above is clearly a well defined group action of \( W_{fl} \) on \( h^* \). It is easy to see that \( W_{fl} \) is a (generalized) Coxeter group in the sense of Definition 7.1 with respect to the generating set \( \{s_\alpha | \alpha \in \Sigma^+\} \).

**Definition 6.14.** Let \( \lambda \in h^* \). We say that \( \lambda \) is **antidominant** if \( \lambda \) is antidominant as a weight of \( \tilde{\mathfrak{g}} \) with respect to \( \tilde{\mathfrak{b}} \), or equivalently, if \((\lambda + \tilde{\rho})(h_\alpha) \notin \mathbb{Z}_{>0}\) for every positive root \( \alpha \) of finite length.

**Definition 6.15.** Let \( \lambda \in h^* \). We say that \( \lambda \) is **almost antidominant** if \((\lambda + \tilde{\rho})(h_\alpha) \in \mathbb{Z}_{>0}\) for only finitely many positive roots \( \alpha \) of finite length.

**Theorem 6.16 (Verma’s Theorem Revisited).** Let \( \lambda \in h^* \). For a positive root \( \alpha \) of finite length such that \( s_\alpha \cdot \lambda \preceq \lambda \), there exists an embedding \( \mathfrak{M}(s_\alpha \cdot \lambda) \rightarrowtail \mathfrak{M}(\lambda) \).

**Proof:** Let \( u \) be a highest-weight vector of \( M := \mathfrak{M}(\lambda) \). Consider \( \tilde{M} := \mathfrak{U}(\tilde{\mathfrak{g}}) \cdot u \), which is a Verma module with highest weight \( \lambda \) of \( \tilde{\mathfrak{g}} \). Note that \( \tilde{\mathfrak{g}} \) is locally semisimple and \( \tilde{\mathfrak{b}} \subseteq \tilde{\mathfrak{g}} \) is a Dynkin Borel subalgebra of \( \mathfrak{g} \). Using Verma’s Theorem (Theorem 6.6) for the Dynkin Borel subalgebra \( \tilde{\mathfrak{b}} \) of \( \tilde{\mathfrak{g}} \), we conclude that \( \tilde{M} \) has a Verma \( \tilde{\mathfrak{g}} \)-submodule \( \tilde{N} \) with highest weight \( \mu := s_\alpha \cdot \lambda \). Suppose that \( v \) is a highest-weight vector of \( \tilde{N} \). Define \( N := \mathfrak{U}(\mathfrak{g}) \cdot v \). We claim that \( N \) is a Verma submodule of \( M \) with highest weight \( \mu \).

For a root \( \gamma \), recall that \( h_\gamma \) is the coroot of \( \gamma \). There exist \( x_{+\gamma} \in \mathfrak{g}^{+\gamma} \) and \( x_{-\gamma} \in \mathfrak{g}^{-\gamma} \) such that

\[
[x_{+\gamma}, x_{-\gamma}] = h_\gamma.
\] (6.26)

First, the weight of \( v \) is trivially \( \mu \). To check that \( u \cdot v = 0 \), we only need to show that \( x_\beta \cdot v = 0 \) for every positive root \( \beta \). Recall from the PBW Theorem that \( v \) is a linear combination of elements of the form \((x_{-\beta_1} \cdot x_{-\beta_2} \cdots \cdot x_{-\beta_l}) \cdot u \) for some positive roots of finite length \( \beta_1, \beta_2, \ldots, \beta_l \). If \( \beta \) is a positive root of finite length, then \( x_\beta \cdot v = 0 \) since \( v \) is a highest-weight vector of the \( \mathfrak{U}(\tilde{\mathfrak{g}}) \)-module \( \tilde{N} \). If \( \beta \) is a positive root of infinite length,
then we can easily prove by induction on $l$ that there exist $s \in \mathbb{Z}_{\geq 0}$ and positive roots $\beta'_1, \beta'_2, \ldots, \beta'_s$ of infinite length such that
\[
\left( x_{\beta} \left( x_{-\beta_1} x_{-\beta_2} \cdots x_{-\beta_l} \right) \right) \cdot u = \left( \sum_{i=1}^{s} A_i x_{\beta'_i} \right) \cdot u,
\]  
(6.27)
where $A_1, A_2, \ldots, A_s$ are scalar multiples of subexpressions of $x_{-\beta_1} x_{-\beta_2} \cdots x_{-\beta_l}$ (which are elements of $\mathfrak{U}(\mathfrak{g})$ of the form $x_{-\beta_{i_1}} x_{-\beta_{i_2}} \cdots x_{-\beta_{i_t}}$ where $t \in \mathbb{Z}_{\geq 0}$, $i_1, i_2, \ldots, i_t \in \{1, 2, \ldots, l\}$, and $i_1 < i_2 < \ldots < i_t$). Therefore,
\[
x_{\beta} \cdot \left( x_{-\beta_1} x_{-\beta_2} \cdots x_{-\beta_l} \right) \cdot u = \sum_{i=1}^{l} A_i \cdot \left( x_{\beta'_i} \cdot u \right) = 0.
\]  
(6.28)

The proof is now complete. Q.E.D.

**Definition 6.17.** A weight $\lambda \in \mathfrak{h}^*$ is of finite length if it can be written as $\sum_{i=1}^{k} t_i \alpha_i$, where $t_1, t_2, \ldots, t_k \in \mathbb{K}$ and each $\alpha_i$ is a root of finite length.

**Theorem 6.18 (BGG Theorem Revisited).** Let $\lambda, \mu \in \mathfrak{h}^*$ is such that $\lambda \preceq \mu$ and $\mu - \lambda$ is a weight of finite length. Then, there exists a nontrivial embedding $\mathfrak{M}(\lambda) \subseteq \mathfrak{M}(\mu)$ if and only if $\lambda$ is strongly linked to $\mu$, that is, there exist $l \in \mathbb{Z}_{\geq 0}$ and positive roots $\alpha_1, \alpha_2, \ldots, \alpha_l$ of finite length such that
\[
\lambda = \left( s_{\alpha_1} s_{\alpha_1} \cdots s_{\alpha_2} s_{\alpha_1} \right) \cdot \mu \preceq \left( s_{\alpha_1} \cdots s_{\alpha_2} s_{\alpha_1} \right) \cdot \mu \preceq \cdots \preceq s_{\alpha_1} \cdot \mu \preceq \mu.
\]  
(6.29)

**Proof:** The converse is clear by Verma’s Theorem above. We only need to justify the direct implication.

To prove the direct implication, suppose that $\mathfrak{M}(\lambda)$ is a submodule of $\mathfrak{M}(\mu)$. Write $u$ and $v$ for highest-weight vectors of $\mathfrak{M}(\lambda)$ and $\mathfrak{M}(\mu)$, respectively. As $\mu - \lambda$ is of finite length, we can see that $\mathfrak{M}(\lambda) := \mathfrak{U}(\tilde{\mathfrak{g}}) \cdot u$ is a $\tilde{\mathfrak{g}}$-submodule of $\mathfrak{M}(\mu) := \mathfrak{U}(\tilde{\mathfrak{g}}) \cdot v$. The BGG Theorem for Dynkin Borel subalgebras (Theorem 6.7) applies and the claim follows immediately. Q.E.D.
Corollary 6.19. If $\mathcal{M}(\lambda)$ is simple, then $\lambda$ is antidominant. If $\mathcal{M}(\lambda)$ is of finite length, then $\lambda$ is almost antidominant.

Remark 6.20. Unfortunately, the converse of the first part of the corollary above does not hold. Unlike in the case of Dynkin Borel subalgebras, an antidominant weight does not necessarily give rise to a simple Verma module.

Consider a dense total ordering $\prec$ on $\mathbb{Z}_{>0}$ (i.e., an ordering $\prec$ that makes $(\mathbb{Z}_{>0}, \prec)$ isomorphic to $(\mathbb{Q}, <)$, $(\mathbb{Q} \cup \{-\infty\}, <)$, $(\mathbb{Q} \cup \{+\infty\}, <)$, or $(\mathbb{Q} \cup \{-\infty, +\infty\}, <)$ as an ordered set). In this case, there are no roots of finite length, and we get $\tilde{g} = b$ with $\tilde{\rho} = (0, 0, 0, \ldots)$. Hence, every $\lambda \in b^*$ is antidominant. In particular, the zero weight $0$ is antidominant, but $\mathcal{M}(0)$ is not simple. To see this, we note that there exists a nontrivial $U(g)$-module homomorphism $\mathcal{M}(0) \to \mathbb{K}$. The kernel of this homomorphism is a proper submodule of $\mathcal{M}(0)$.

Definition 6.21. We say that a weight $\lambda \in b^*$ is primitive if there are only finitely many positive roots $\alpha$ of infinite length such that $\lambda(h_\alpha) \in \mathbb{Z}$.

Theorem 6.22. Let $\lambda \in b^*$ be an antidominant weight. If $\lambda$ is primitive, then $\mathcal{M}(\lambda)$ is a simple $U(g)$-module.

Proof: Suppose to the contrary that $M := \mathcal{M}(\lambda)$ has a nonzero proper submodule $N$. Define $M_n$ to be $U(g_n) \cdot v$ for each $n \in \mathbb{Z}_{>0}$, where $v$ is a highest-weight vector of $M$. Take $N_n$ to be $N \cap M_n$ for $n \in \mathbb{Z}_{>0}$. There exists $m \in \mathbb{Z}_{>0}$ such that $N_n$ is a nonzero proper submodule of $M_n$ for every $n \in \mathbb{Z}_{>0}$ with $n \geq m$. Hence, $M_n$ has a proper Verma $U(g_n)$-submodule $\tilde{M}_n$ for every $n \in \mathbb{Z}_{>0}$ with $n \geq m$. We can assume that

$$\tilde{M}_m \subseteq \tilde{M}_{m+1} \subseteq \tilde{M}_{m+2} \subseteq \ldots \quad (6.30)$$

The highest weight $\lambda_n := \lambda|_{h_n}$ of $M_n$ and the highest weight $\tilde{\lambda}_n$ of $\tilde{M}_n$ must satisfy the equality: $\tilde{\lambda}_n = \lambda_n - (\lambda_n + \rho_n)(h_{\alpha_n}) \alpha_n$, where $\alpha_n$ is a $b_n$-positive root of $g_n$. Note also that $\tilde{\lambda}_n \leq \tilde{\lambda}_{n+1}|_{h_n}$ for every $n \in \mathbb{Z}_{>0}$ such that $n \geq m$. If $\alpha_n$ is a positive root of finite length for some integer $n \geq m$, then $s_{\alpha_n} \cdot \lambda$ restricted to $h_n$ is precisely $\tilde{\lambda}_n$. It follows immediately that $\tilde{\lambda}_n = (s_{\alpha_n} \cdot \lambda)|_{h_n} \leq \lambda_n$, which then means $s_{\alpha_n} \cdot \lambda \leq \lambda$. We now have a contradiction,
as \( \lambda \) is antidominant. Hence, \( \alpha_n \) is a positive root of infinite length for every \( n \in \mathbb{Z}_{>0} \) such that \( n \geq m \).

Because there are only finitely many positive roots \( \alpha \) of infinite length such that \( \lambda (h_\alpha) \) is an integer, there exists a positive root \( \beta \) of infinite length such that \( \alpha_n = \beta |_{h_\alpha} \) for infinitely many integers \( n \geq m \), say \( n \in \{n_1, n_2, n_3, \ldots \} \) where \( n_1, n_2, n_3, \ldots \) are integers such that \( m \leq n_1 < n_2 < n_3 < \ldots \). Note that \( \lambda_{n_k} (h_\beta) = \lambda (h_\beta) \) for every \( k \in \mathbb{Z}_{>0} \). For \( k \in \mathbb{Z}_{>0} \), the condition \( \tilde{\lambda}_{n_k} \leq \tilde{\lambda}_{n_{k+1}} |_{b_{n_k}} \) translates into \( \rho_{n_k} (h_\beta) \alpha_{n_k} \geq (\rho_{n_{k+1}} |_{b_{n_k}}) (h_\beta) \alpha_{n_k} \), or equivalently, \( \rho_{n_k} (h_\beta) \geq \rho_{n_{k+1}} (h_\beta) \) for all sufficiently large \( k \in \mathbb{Z}_{>0} \). We now observe that \( \rho_{n_k} (h_\beta) \to \infty \) as \( k \to \infty \) (using the hypothesis that \( \beta \) is a positive root of infinite length). This is a contradiction. Therefore, \( M \) must be a simple \( \mathfrak{U}(\mathfrak{g}) \)-module. Q.E.D.

**Theorem 6.23.** Let \( \lambda \in \mathfrak{h}^* \) be an almost antidominant weight. If \( \lambda \) is primitive, then \( \mathfrak{M}(\lambda) \) is a \( \mathfrak{U}(\mathfrak{g}) \)-module of finite length.

**Proof:** Denote by \( M \) the Verma module \( \mathfrak{M}(\lambda) \). Suppose that \( v \) is a highest-weight vector of \( M \). Define

\[
M_n := \mathfrak{U}(\mathfrak{g}_n) \cdot v. \tag{6.31}
\]

We claim that there exists \( m \in \mathbb{Z}_{>0} \) such that each \( M_n \) is a module of length at most \( m \). As \( M = \lim_{\rightarrow} M_n \), we conclude that \( M \) is also a module of length at most \( m \).

Since \( \lambda \) is primitive, the set

\[
A := \{ \alpha \in \Delta^+ | \lambda (h_\alpha) \in \mathbb{Z} \} \tag{6.32}
\]

is finite. Furthermore, as \( \lambda \) is almost antidominant, the set

\[
B := \{ \alpha \in \Delta^+_H | (\lambda + \bar{\rho}) (h_\alpha) \in \mathbb{Z}_{>0} \} \tag{6.33}
\]

is finite. Hence, there exists a positive integer \( n_0 \) such that the elements of \( A \cup B \) are roots of \( \mathfrak{g}_n \) with respect to \( \mathfrak{h}_n \) for every integer \( n \geq n_0 \).

Now, consider the Weyl group \( W_{n_0} \) of \( \mathfrak{g}_{n_0} \). Using the finite-dimensional theory, we see that the length of the module \( M_n \), where \( n \geq n_0 \), is at most

\[
m := \sum_{x,y \in W_{n_0} \atop x \leq y} P_{g_1,g_2}(1) < \infty, \tag{6.34}
\]

where \( P_{g_1,g_2}(q) \in \mathbb{Z}[q] \) is the Kazhdan-Lusztig polynomial of the Coxeter group \( W_{n_0} \) corresponding to elements \( g_1 \) and \( g_2 \) of the Weyl group \( W_{n_0} \), and \( w_{n_0}^0 \) is the longest element of \( W_{n_0} \).

Thus, the claim is justified. That is, the Verma module \( M \) is a module of finite length with length at most \( m \). Q.E.D.
If a splitting Borel subalgebra $\mathfrak{b}$ is not Dynkin, then no Verma modules are in $\overline{\mathcal{O}}$. However, it is not clear which simple quotients $L(\lambda)$ lie in $\overline{\mathcal{O}}$. While it is true that every simple module in $\overline{\mathcal{O}}$ is of the form $L(\lambda)$ for some $\lambda \in \mathfrak{h}^*$, it remains an open question whether all such simple modules $L(\lambda)$ are in $\overline{\mathcal{O}}$. 
7 Kazhdan-Lusztig Theory

The results in this section follow the ideas established in [19].

7.1 Generalized Coxeter Groups

**Definition 7.1.** Let $G$ be a group with identity $1_G$. For a (not necessarily finite) subset $X$ of $G$, we say that $G$ is a (generalized) Coxeter group with respect to $S$ or that $(G, S)$ is (generalized) Coxeter system iff $G$ is generated by $S$ with a presentation of the form

$$G = \langle S \mid (st)^{m_{s,t}} = 1_G \text{ for } s, t \in S \text{ with } m_{s,t} \in \mathbb{Z}_{>0} \rangle,$$

where, for each $s, t \in S$,

$$m_{s,t} = m_{t,s} \quad (7.2)$$

is a positive integer or $\infty$, and, for all $s \in S$,

$$m_{s,s} = 1 \quad (7.3)$$

The Coxeter matrix of $G$ is given by $[m_{s,t}]_{s,t \in S}$. We write $\tilde{S}$ for the set

$$\{ gsg^{-1} \mid s \in S \text{ and } g \in G \} \quad (7.4)$$

Elements of $\tilde{S}$ are known as reflections in $G$. We say that $(G, S)$ is crystallographic iff $m_{s,t} \in \{2, 3, 4, 6, \infty\}$ for every $s, t \in S$ with $s \neq t$.

**Theorem 7.2 (Universality Property).** Let $(G, S)$ be a Coxeter system with Coxeter matrix $[m_{s,t}]_{s,t \in S}$. For a group $\tilde{G}$ and a function $f : S \to \tilde{G}$ such that $(f(s)f(t))^{m_{s,t}} = 1_{\tilde{G}}$ for every $s, t \in S$ such that $m_{s,t} < \infty$, then there exists a unique extension of $f$ to a group homomorphism $f : G \to \tilde{G}$.

**Corollary 7.3.** Let $(G, S)$ be a Coxeter system with Coxeter matrix $[m_{s,t}]_{s,t \in S}$. Then, $G$ is isomorphic as a group to $F_S/N$ where $F_S$ is the free group on $S$ and $N$ is the normal subgroup generated by $(st)^{m_{s,t}}$ for $s, t \in S$ with $m_{s,t} < \infty$. 
Corollary 7.4. The function $\epsilon^G : S \to \{-1, +1\}$ sending $s \mapsto -1$ for all $s \in S$ extends to a group homomorphism $\epsilon^G : G \to \{-1, +1\}$ (where $\{-1, +1\}$ is equipped with the usual multiplication). We call $\epsilon^G$ the signature map of $G$.

Definition 7.5. The Bruhat length $\ell^G$ of a Coxeter system $(G, S)$ is given by the function $\ell^G : G \to \mathbb{Z}_{\geq 0}$ such that, for all $g \in G$, $\ell^G(g)$ is the smallest integer $k \geq 0$ such that $g = s_1 s_2 \cdots s_k$ for some $s_1, s_2, \ldots, s_k \in S$. We say that $g = s_1 s_2 \cdots s_k$ is a reduced expression for $g \in G$ if $s_1, s_2, \ldots, s_k \in S$ and $k = \ell^G(g)$.

Proposition 7.6. Let $(G, S)$ be a Coxeter system. Then,

(a) $\epsilon^G(g) = (-1)^{\ell^G(g)}$ for every $g \in G$;

(b) $\ell(gh) \equiv \ell(g) + \ell(h) \pmod{2}$ for any $g, h \in G$;

(c) $\ell^G(s g) = \ell(g) \pm 1$ for all $s \in S$ and $g \in G$;

(d) $\ell^G(g^{-1}) = \ell^G(g)$ for every $g \in G$;

(e) if $\ell^G(g, h) \overset{df}{=} \ell^G(gh^{-1})$ for all $g, h \in G$, then $\ell^G(\bullet, \bullet)$ is a metric on $G$.

Theorem 7.7 (Strong Exchange Property). Let $(G, S)$ be a Coxeter system. For an element $g = s_1 s_2 \cdots s_k \in G$ with $s_1, s_2, \ldots, s_k \in S$ and $t \in \tilde{S}$ such that $\ell^G(tg) < \ell^G(g)$, then $t = s_1 \cdots s_{i-1} s_i s_{i-1} \cdots s_1$ and $tg = s_1 \cdots s_{i-1} s_i s_{i-1} \cdots s_1$ for some $i \in [k]$, where every slashed term is disregarded from the product. (Here, $[n]$ denotes $\{1, 2, \ldots, n\}$ for each positive integer $n$. Furthermore, $[0]$ denotes $\emptyset$.) The index $i$ is unique of $g = s_1 s_2 \cdots s_k$ is a reduced expression for $g$.

Proof: Let $\hat{S}$ denote $\tilde{S} \times \{-1, +1\}$. For each $s \in S$, define $\varpi_s : \hat{S} \to \hat{S}$ to be the map $(t, e) \mapsto (sts, e \eta(s, t))$ for each $t \in \tilde{S}$ and $e \in \{-1, +1\}$, where

$$\eta(s, t) := \begin{cases} -1, & \text{if } t = s, \\ +1, & \text{if } t \neq s. \end{cases} \quad (7.5)$$
We extend the definition of $\eta$ to $G \times \tilde{S}$ as follows: if $g = s_1 s_2 \cdots s_k \in G$ with $s_1, s_2, \ldots, s_k \in S$, then

$$\eta(g, t) := \prod_{j=1}^{k} \eta(s_j, s_{j-1} \cdots s_1 t s_1 \cdots s_{j-1}).$$

(7.6)

Note that $\eta$ is well defined.

For a set $X$, $\text{Perm}(X)$ denotes the group of permutations on $X$. Let $[m_{s,t}]_{s,t \in S}$ be the Coxeter matrix of $(G, S)$. It can be easily shown that the function $\varpi : S \to \text{Perm} \left( \tilde{S} \right)$ sending $s \mapsto \varpi_s$ for every $s \in S$ satisfies $(\varpi_s \circ \varpi_t)^{m_{s,t}} = \text{id}_{\tilde{S}}$ for every $s, t \in S$ such that $m_{s,t} < \infty$. Therefore, by the Universality Property (Theorem 7.2), $\varpi$ extends to a group homomorphism $\varpi : G \to \text{Perm} \left( \tilde{S} \right)$.

It follows immediately that, for any $g \in G$, $t \in \tilde{S}$, and $e \in \{-1, +1\}$, we have

$$\varpi_g(t, e) = \left( gtg^{-1}, e \eta \left( g^{-1}, t \right) \right).$$

(7.7)

Now, we assume that $g = s_1 s_2 \cdots s_k \in G$ with $s_1, s_2, \ldots, s_k \in S$ and $t \in \tilde{S}$. We claim that $\ell^G(tg) < \ell^G(g)$ if and only if $\eta(g, t) = -1$.

If $\eta(g, t) = -1$, then $\eta(s_1, s_{i-1} \cdots s_1 t s_i \cdots s_{i-1}) = -1$ for some $i \in [k]$. Hence, we obtain $t = s_1 \cdots s_{i-1} s_i s_{i-1} \cdots s_1$, so that $tg = s_1 \cdots s_i \cdots s_k$, leading to $\ell^G(tg) < \ell^G(g)$. The uniqueness of $i$ is trivial if $k = \ell^G(g)$.

If $\eta(g, t) = +1$, then

$$\varpi_{(tg)^{-1}}(t, e) = \varpi^{-1}(\varpi_t(e)) = \varpi^{-1}(t, -e) = \left( g^{-1}tg, -e \eta(g, t) \right) = \left( g^{-1}tg, -e \right).$$

(7.8)

That is, $\eta(tg, t) = -1$. Consequently, $\ell^G(g) = \ell^G(t(tg)) < \ell^G(tg)$. Q.E.D.

### 7.2 Bruhat Ordering

**Definition 7.8.** Let $(G, S)$ be a Coxeter system and $g, h \in G$. Then, we write $g \preceq_G h$ if there is a reduced expression $h = s_1 s_2 \cdots s_k$ where $k \in \mathbb{Z}_{\geq 0}$ and $s_1, s_2, \ldots, s_k \in S$ such that $g$ is a *subword* of $s_1 s_2 \cdots s_k$, namely, there exist $j \in \mathbb{Z}_{\geq 0}$ and integers $i_1, i_2, \ldots, i_j$ with $1 \leq i_1 < i_2 < \cdots < i_j \leq k$ such that $g = s_{i_1} s_{i_2} \cdots s_{i_j}$. The relation $\preceq_G$ is called the *Bruhat order* on $G$. 
Proposition 7.9. Let \((G, S)\) be a Coxeter system and \(g, h \in G\).

(a) The condition \(g \lessdot h\) implies that \(\ell^G(g) \leq \ell^G(h)\).

(b) If \(g \lessdot h\) and \(\ell^G(g) < \ell^G(h)\), then there exists an element \(\tilde{g} \in G\) such that \(g \lessdot \tilde{g} \lessdot h\) and \(\ell^G(g) + 1 = \ell^G(\tilde{g})\).

Proof: Part (a) is trivial. To prove Part (b), let \(h = s_1s_2\cdots s_k\) with \(s_1, s_2, \ldots, s_k \in S\) be a reduced expression for \(h\) such that \(g\) is a subword of \(s_1s_2\cdots s_k\). Suppose that \(g\) is obtained by removing \(s_{i_1}, s_{i_2}, \ldots, s_{i_q}\) from the expression \(s_1s_2\cdots s_k\), where \(1 \leq i_1 < i_2 < \ldots < i_q \leq k\) and \(i_1\) is chosen to be the largest possible. Take \(t := s_1 \cdots s_{i_1-1}s_{i_1}s_{i_1-1} \cdots s_1 \in \tilde{S}\). Then, \(tg = s_1 \cdots s_{i_1} \cdots \tilde{s}_{i_2} \cdots \tilde{s}_{i_q} \cdots s_k\). Hence, \(\ell^G(tg) \leq \ell^G(g) + 1\).

If \(\ell^G(tg) < \ell^G(g) + 1\), then by the Strong Exchange Property, then

\[
t = s_1 \cdots \tilde{s}_{i_1} \cdots \tilde{s}_{i_2} \cdots \tilde{s}_{i_q} \cdots s_1
\]  

(7.9)

for some \(i_{j-1} < r < i_j\) with \(i_0 = 0\) and \(j \in [q]\).

If \(j = 1\), then we have \(h = t^2h = s_1 \cdots \tilde{s}_{i_1} \cdots s_{r-1}s_r \cdots s_{i_2} \cdots \tilde{s}_{i_q} \cdots s_k\) contradicting the assumption that \(h = s_1s_2\cdots s_k\) is a reduced expression for \(h\). If \(j > 1\), then

\[
g = t^2g = s_1 \cdots s_{i_1} \cdots \tilde{s}_{i_2} \cdots \tilde{s}_{i_q} \cdots s_k, 
\]  

(7.10)

which contradicts the maximality of \(i_1\). Q.E.D.

Theorem 7.10. Let \((G, S)\) be a Coxeter system. For \(g, h \in G\), we write \(g \lessdot^G h\), where \(t \in \tilde{S}\), if \(tg = h\) and \(\ell^G(g) < \ell^G(h)\). We write \(g \lessdot^G h\) if there exists \(t \in \tilde{S}\) such that \(g \lessdot^G h\). Then, \(g \lessdot^G h\) if and only if there exists \(k \in \mathbb{Z}_{\geq 0}\) and \(u_0, u_1, \ldots, u_k \in G\) such that \(g = u_0 \lessdot^G u_1 \lessdot^G u_2 \lessdot^G \cdots \lessdot^G u_{k-1} \lessdot^G u_k = h\).

Proof: Suppose that \(g \lessdot^G h\). Then, we can easily prove the direct implication by induction on \(\ell^G(h) - \ell^G(g)\), with the application of the previous proposition.

Conversely, assume that there exists \(k \in \mathbb{Z}_{\geq 0}\) and \(u_0, u_1, \ldots, u_k \in G\) such that the chain \(g = u_0 \lessdot^G u_1 \lessdot^G u_2 \lessdot^G \cdots \lessdot^G u_{k-1} \lessdot^G u_k = h\) holds. Then, it follows immediately from the Strong Exchange Property that \(g \lessdot^G h\). Q.E.D.
Corollary 7.11. Let \((G, S)\) be a Coxeter system. For \(g, h \in G\), the following statements are equivalent:

(i) \(g \preceq_G h\);

(ii) some reduced expression for \(h\) has a subword that is a reduced expression for \(g\);

(iii) every reduced expression for \(h\) has a subword that is a reduced expression for \(g\).

Corollary 7.12. Let \((G, S)\) be a Coxeter system.

(a) The Bruhat order on \(G\) is indeed a partial order on \(G\).

(b) For \(g, h \in G\), the Bruhat interval \([g, h]^G \overset{\text{def}}{=} \{ w \in G \mid g \preceq_G w \preceq_G h \}\) is finite with at most \(2^{\ell_G(h)}\) elements.

(c) The Bruhat order on \(G\) is locally finite.

Note that the Weyl group \(W\) is a crystallographic Coxeter group with respect to the simple reflections. Hence, it is equipped with a Bruhat ordering \(\preceq\) with the Bruhat length function \(\ell\). We shall write

\[ \ell(x, y) \overset{\text{def}}{=} \ell(y) - \ell(x) \tag{7.11} \]

for \(x, y \in W\) with \(x \preceq y\). Below is the list of some properties of this Bruhat ordering on \(W\).

1. Each \(w \in W\) is determined by the set of \(\alpha \in \Delta^+\) for which \(w\alpha > 0\). Furthermore, \(\ell(w)\) is precisely the cardinality of this set.

2. For \(w \in W\), \(\ell(w) = \ell\left(w^{-1}\right)\). Hence, \(\ell(w) = \left|\Delta^+ \cap w\left(\Delta^-\right)\right|\).

3. If \(\alpha \in \Delta^+\) and \(w \in W\) satisfy \(\ell(ws_\alpha) > \ell(w)\), then \(w\alpha > 0\). On the other hand, \(\ell(ws_\alpha) < \ell(w)\) implies \(w\alpha < 0\). Consequently, \(\ell(ws_\alpha) > \ell(w)\) if and only if \(w\alpha > 0\).

4. Similarly, for \(\alpha \in \Delta^+\) and \(w \in W\), \(\ell(s_\alpha w) > \ell(w)\) if and only if \(w^{-1}\alpha > 0\).

7.3 Parabolic Subgroups of a Coxeter Group
Definition 7.13. Let \((G, S)\) be a Coxeter system. For \(J \subseteq S\), the parabolic subgroup \(G_J\) of \(G\) is the subgroup of \(G\) generated by \(J\).

Theorem 7.14. Let \((G, S)\) be a Coxeter system and \(J \subseteq S\). Then, \((G_J, J)\) is also a Coxeter system.

Theorem 7.15. Let \((G, S)\) be a Coxeter system and \(\tilde{G}\) a parabolic subgroup of \(G\). Then, the following statements hold:

(a) The Bruhat length of \(\tilde{G}\) coincides with the restriction of the Bruhat length of \(G\) on \(\tilde{G}\) (i.e., \(\ell_{\tilde{G}} = \ell^G|_{\tilde{G}}\));

(b) For \(g \in G\) and \(h \in \tilde{G}\), \(g \preceq h\) implies \(g \in \tilde{G}\);

(c) For \(g, h \in \tilde{G}\), \(g \preceq h\) if and only if \(g \preceq h\);

(d) For \(g, h \in \tilde{G}\), \([g, h]_{\tilde{G}} = [g, h]^G\).

The theorem above allows us to omit the subscripts and the superscripts when discussing terms such as the Bruhat length, the Bruhat order, and the Bruhat interval of a Coxeter group. That is, if we use notations such as \(\ell\), \(\preceq\), or \([\cdot, \cdot]\), there is no ambiguity whether the notations are restricted to only a parabolic subgroup of a Coxeter group, or to the whole group.

7.4 Hecke Algebras

This subsection is based on the work [22] by Kazhdan and Lusztig.

Definition 7.16. Let \((G, S)\) be a generalized Coxeter system and \(q\) an indeterminate. The ring \(\mathbb{Z}\left[q^{-\frac{1}{2}}, q^{\frac{1}{2}}\right]\) of Laurent polynomials in \(q^{\frac{1}{2}}\) is denoted by \(\mathcal{A}\). The Hecke algebra \(\mathcal{H}\) is an associative algebra which is a free module over \(\mathcal{A}\) with the generating set \(\{T_g \mid g \in G\}\).
such that the multiplicative identity of $\mathcal{H}$ is $1_\mathcal{H} = T_{1_G}$ and that the following multiplicative relations are satisfied:

$$T_s^2 = (q - 1) T_s + q T_{1_G}, \quad (7.12)$$

$$T_g T_s = T_{gs} \text{ if } g \prec gs, \quad (7.13)$$

and

$$T_s T_g = T_{sg} \text{ if } g \prec sg, \quad (7.14)$$

for each $s \in S$ and $g \in G$.

**Proposition 7.17.** Let $\mathcal{H}$ be the Hecke algebra of a given Coxeter system $(G, S)$ with indeterminate $q$.

(a) For each $g \in G$, $T_g$ is invertible, as $T_g^{-1} = q^{-1} T_s + (q^{-1} - 1) T_{1_G}$. In general, for $g \in G$, there are polynomials $R_{x,g}^G(q) \in \mathbb{Z}[q]$ such that

$$T_g^{-1} = q^{-\ell(g)} \sum_{x \leq g} (-1)^{\ell(x,g)} R_{x,g}(q) T_x, \quad (7.15)$$

for all $s \in S$.

(b) Let $g \in G$ and $s \in S$. If $g \succ gs$, then we have $T_g T_s = q T_{gs} + (q - 1) T_g$. If $g \succ sg$, then $T_s T_g = q T_{sg} + (q - 1) T_g$.

(c) There exists an involution $\iota : \mathcal{H} \to \mathcal{H}$ sending $q^{\frac{1}{2}} \mapsto q^{-\frac{1}{2}}$ and $T_g \mapsto T_g^{-1}$ for all $g \in G$. It is customary to write $\overline{X}$ for $\iota(X)$, where $X \in \mathcal{H}$.

**Proof:** For each $g \in G$, there exists a finite subset $J$ of $S$ such that $g \in G_J$. Applying the usual theory on the Coxeter group $G_J$ with finite generating set $J$, we can prove this proposition easily. \textbf{Q.E.D.}

**Theorem 7.18.** The $R$-polynomials for a Coxeter system $(G, S)$ in the previous proposition satisfy the conditions below.

(a) If $x, y \in G$ with $x \not\prec y$, we have $R_{x,y}^G(q) = 0$.  
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(b) For every $x \in G$, $R_{x,x}(q) = 1$.

(c) For $x, y \in G$ and $s \in S$ such that $ys \prec y$, we have

$$R_{x,y}(q) = \begin{cases} R_{xs,ys}(q), & \text{if } xs \prec x, \\ qR_{xs,ys}(q) + (q - 1) R_{x,ys}(q), & \text{if } xs \not\prec x. \end{cases} \quad (7.16)$$

**Proposition 7.19.** Here are some properties of the $R$-polynomial $R_{x,y}$ for a Coxeter system $(G, S)$, where $x, y \in G$ are such that $x \ls y$.

(a) $R_{x,y}(q)$ is monic in $q$ of degree $\ell(x, y)$.

(b) $R_{x,y}(0) = (-1)^{\ell(x, y)}$.

(c) $R_{x,y}(1) = 0$, provided that $x \neq y$.

(d) $q^{\ell(x,y)} R_{x,y} \left( \frac{1}{q} \right) = (-1)^{\ell(x,y)} R_{x,y}(q)$.

(e) $\sum_{w \in [x,y]} (-1)^{\ell(x,y)} R_{x,w}(q) R_{w,y}(q) = \delta_{x,y}$.

**Theorem 7.20.** For a Coxeter system $(G, S)$, the Bruhat order on $G$ makes $G$ a graded partially ordered set with the Bruhat length as the rank function. Furthermore, the *Möbius function* with respect to the Bruhat order on $G$ is given by $\mu(x, y) \overset{\text{def}}{=} (-1)^{\ell(x,y)}$ for all $x, y \in G$ with $x \ls y$.

### 7.5 Kazhdan-Lusztig Polynomials

**Theorem 7.21 (Kazhdan-Lusztig).** Let $(G, S)$ be a Coxeter system with the associated Hecke algebra $\mathcal{H}$. For each $g \in G$, there is a unique $C_g \in \mathcal{H}$ fixed by the involution on $\mathcal{H}$.
and satisfying the condition
\[ C_g = q^{-\frac{\ell(g)}{2}} \sum_{x < g} (-1)^{\ell(x,g)} q^{\ell(x,g)} P_{x,g}(q) T_x, \]  
(7.17)
where, for each \( x, y \in G \),

(i) \( P_{x,y}(q) \in \mathbb{Z}[q] \),

(ii) \( P_{x,y}(q) = 0 \) if \( x \prec y \),

(iii) \( P_{x,x}(q) = 1 \), and

(iv) \( \deg \left( P_{x,y}(q) \right) \leq \frac{\ell(x,y) - 1}{2} \) if \( x \prec y \).

The polynomials \( P_{x,y}(q) \), where \( x, y \in G \), are known as the Kazhdan-Lusztig (KL) polynomials of \( G \).

**Theorem 7.22.** Let \((G, S)\) be a Coxeter system. Then, for all \( x, y \in G \) such that \( x \preceq y \), we have
\[ q^{\ell(x,y)} P_{x,y} \left( \frac{1}{q} \right) = \sum_{a \in [x,y]} R_{x,a}^Y(q) P_{a,y}^G(q). \]  
(7.18)

**Theorem 7.23.** Let \((G, S)\) be a Coxeter system. For \( u, v \in G \) such that \( u \preceq v \), let \( x^G(u, v) \) be the coefficient of \( q^{\ell(u,v) - 1} \) in \( P_{u,v}^G(q) \). Now, for a given pair \( x, y \in G \) such that \( x \preceq y \) and for \( s \in S \) such that \( ys \prec y \), we have
\[ P_{x,y}(q) = \begin{cases} 
    P_{xs,ys}^G(q) + q P_{x,ys}(q) - \sum_{z \in [x,ys], zs < z} q^{\frac{\ell(z,y)}{2}} x^G(z,ys) P_{z,x}^G(q), & \text{if } xs \prec x, \\
    q P_{xs,ys}^G(q) + P_{x,ys}(q) - \sum_{z \in [x,ys], zs < z} q^{\frac{\ell(z,y)}{2}} x^G(z,ys) P_{z,x}^G(q), & \text{if } xs \npreceq x. 
\end{cases} \]  
(7.19)
Proposition 7.24. For a Coxeter system \((G, S)\), let \(x, y \in G\) be such that \(x \preceq y\).

(a) If \(\ell(x, y) \leq 2\), then \(P^{G}_{x, y}(q) = 1\).

(b) \(P^{G}_{x, y}(0) = 1\).

(c) If \(s \in S\) is such that \(ys \prec y\), then \(P^{G}_{xs, y}(q) = P^{G}_{x, y}(q)\).

(d) If \(G\) is finite and \(g_{\text{max}}\) is the longest element of \(G\), then \(P_{x, g_{\text{max}}}(q) = 1\).

(e) If \(G\) is a finite dihedral group (such as the Weyl groups in types \(A_2, B_2,\) and \(G_2\)), then \(P^{G}_{x, y}(q) = 1\).

In 2004, Soergel proved that the coefficients of the Kazhdan-Lusztig polynomials are nonnegative, for the case of finite generating sets (see [29]). It follows immediately that the coefficients of Kazhdan-Lusztig polynomials of generalized Coxeter groups are also nonnegative.

Example 7.25. For a Coxeter system \((G, S)\), we have \(C_{1_G} = T_{1_G}\) and

\[
C_s = q^{-\frac{1}{2}} (T_s - q T_{1_G})
\]

for each \(s \in S\).

Theorem 7.26. For any Coxeter group \(G\) and an arbitrary parabolic subgroup \(\tilde{G}\), it holds that \(R^{G}_{x, y} = R^{\tilde{G}}_{x, y}\) and \(P^{G}_{x, y} = P^{\tilde{G}}_{x, y}\) for every \(x, y \in \tilde{G}\) with \(x \preceq y\). That is, there is no ambiguity if the superscripts \(G\) and \(\tilde{G}\) are dropped.
8 Block Decomposition and Kazhdan-Lusztig Multiplicities

In this section, \( \mathfrak{g} \) is a root-reductive Lie algebra and \( \mathfrak{b} \) is a Dynkin Borel subalgebra.

8.1 Block Decomposition

Let \( M \) be an indecomposable object of \( \tilde{O} \). We shall construct a countable ordered set \( \Gamma(M) = (v_0, v_1, v_2, \ldots) \) such that \( \Gamma(M) \subseteq M \) consists of weight vectors of \( M \) which generate \( M \) as a \( \mathfrak{u}(\mathfrak{g}) \)-module, and the set \( \Gamma(M) \) has certain desirable properties. If \( M = 0 \), then we set \( \Gamma(M) := (0, 0, 0, 0, 0, \ldots) \).

For \( M \neq 0 \), we let \( u \neq 0 \) be a singular vector of \( M \), and \( \xi \in \mathfrak{b}^* \) the weight of \( u \). Let \( [\xi] \) denote the set of all weights \( \zeta \in \mathfrak{b}^* \) such that \( \zeta - \xi \) is in the \( \mathbb{Z} \)-span of the simple \( (\mathfrak{b} \text{-positive}) \) roots of \( \mathfrak{g} \). For a weight \( \zeta \in [\xi] \), the distance between \( \zeta \) and \( \xi \), denoted by \( \text{dist}(\zeta, \xi) \), is defined to be the sum

\[
\sum_{i=1}^{k} |t_i|, \text{ if } \zeta - \xi = \sum_{i=1}^{k} t_i \alpha_i, \quad (8.1)
\]

where \( \alpha_1, \alpha_2, \ldots, \alpha_k \) are (\( \mathfrak{b} \text{-positive} \)) simple roots of \( \mathfrak{g} \) and \( t_1, t_2, \ldots, t_k \in \mathbb{Z} \). Furthermore, the height of \( \zeta - \xi \), denoted by \( h(\zeta - \xi) \), is the smallest integer \( n \geq 0 \) such that \( h_{\alpha_1}, h_{\alpha_2}, \ldots, h_{\alpha_k} \) are all in \( \mathfrak{g}_n \) (noting that \( h(\zeta - \xi) = 0 \) if and only if \( \zeta = \xi \)).

We start with \( m = 0 \); then we set \( d(0) := 0 \) and \( v_0 := u \). Now, for \( m > 0 \), suppose that the value \( d(m - 1) \) is known and that the vectors \( v_0, v_1, \ldots, v_{d(m - 1)} \) have been defined. The set \( \mathcal{S}_m \) of weights \( \zeta \in [\xi] \) such that \( \text{dist}(\zeta, \xi) \leq m \) and \( h(\zeta - \xi) \leq m \) is a finite set. Let \( \mathcal{V}_m^\natural \) denote the \( \mathbb{K} \)-span of all weight vectors \( v \in M \) with weights in \( \mathcal{S}_m \) such that \( \mathfrak{n} \cdot v = 0 \). Let \( u_1^1, u_2^1, \ldots, u_l^1 \) be weight vectors of \( M \) which form a \( \mathbb{K} \)-basis of \( \mathcal{V}_m^\natural \).

Assume that the collections \( \binom{u^1_j}{l_1}, \binom{u^2_j}{l_2}, \ldots, \binom{u^r_j}{l_r} \) of weight vectors of \( M \) have been obtained. Consider the module

\[
M(m, r) := M/ \left( \sum_{i=0}^{d(m-1)} \mathfrak{u}(\mathfrak{g}) \cdot v_i + \sum_{p=1}^{r} \sum_{j=1}^{l_p} \mathfrak{u}(\mathfrak{g}) \cdot u^p_j \right). \quad (8.2)
\]

Let \( \mathcal{V}^{r+1}_m \) denote the \( \mathbb{K} \)-span of all weight vectors \( v \in M(m, r) \) with weights in \( \mathcal{S}_m \) such that \( \mathfrak{n} \cdot v = 0 \). Take \( \bar{u}^{r+1}_1, \bar{u}^{r+1}_2, \ldots, \bar{u}^{r+1}_{r+1} \) to be weight vectors of \( M \) which form a \( \mathbb{K} \)-basis of \( \mathcal{V}^{r+1}_m \). Now, there exist weight vectors \( u^{r+1}_1, u^{r+1}_2, \ldots, u^{r+1}_{r+1} \), whose respective images under the projection \( M \to M(m, r) \) are \( \bar{u}^{r+1}_1, \bar{u}^{r+1}_2, \ldots, \bar{u}^{r+1}_{r+1} \).

The process in the previous paragraph must end with \( \mathcal{V}^{\bar{r}(m)+1}_m = 0 \) for some nonnegative integer \( \bar{r}(m) \) because the vector subspace of \( M \) spanned by the weight vectors with weights in \( \mathcal{S}_m \) is finite dimensional. Then, we take

\[
d(m) := d(m - 1) + \sum_{p=1}^{\bar{r}(m)} l_p, \quad (8.3)
\]
and

\[ v_{d(m-1)+j} := u_{j}^{l_{\text{p}}-\sum_{p=1}^{l_{\text{p}}} l_{p}} \]  

(8.4)

if \( \sum_{p=1}^{l_{\text{p}}} l_{p} < j \leq \sum_{p=1}^{l_{\text{p}}} l_{p} \).

Note that \( d(m) > d(m-1) \) for every \( m = 1, 2, \ldots \) because \( \mathcal{Y}_{m}^{l_{i}} \) always contains \( u \). When \( M \) is a \( g \)-module of finite length, it is possible that \( \Gamma(M) \) is eventually periodic (that is, there exist positive integers \( n_{0} \) and \( n_{1} \) such that \( v_{n} = v_{n+n_{1}} \) for every integer \( n \geq n_{0} \)). In particular, the ordered set \( \Gamma(M) \) may take the form \((u, u, u, u, \ldots)\) when \( M \) is a highest-weight module with \( u \) as a highest-weight vector.

We claim that the ordered set

\[ \Gamma(M) := (v_{0}, v_{1}, v_{2}, v_{3}, \ldots) \]  

(8.5)

generates \( M \) as a \( U(g) \)-module. For a fixed weight \( \zeta \) of \( M \), consider the vector subspace \( M_{\zeta} \).

Let \( T_{\zeta} \) denote the set of all weights \( \tilde{\zeta} \) of the \( U(g) \)-module \( U(g) \cdot M_{\zeta} \) which satisfy \( \tilde{\zeta} \succeq \zeta \).

Note that \( T_{\zeta} \) is finite as \( n \) acts locally finitely on \( M_{\zeta} \). Let \( m_{\zeta} \) denote the maximum value of the two numbers

\[ \max \{ \text{dist}(\tilde{\zeta}, \xi) \mid \tilde{\zeta} \in T_{\zeta} \} \quad \text{and} \quad \max \{ \text{ht}(\tilde{\zeta} - \xi) \mid \tilde{\zeta} \in T_{\zeta} \} \]  

(8.6)

Then, in the \( m_{\zeta} \)-th step of the procedure (from which \( d(m_{\zeta}) \) is obtained), the \( U(g) \)-module

\[ M\left(m_{\zeta}, \bar{r}(m_{\zeta})\right) = M/ \left( \sum_{i=0}^{d(m-1)} U(g) \cdot v_{i} + \sum_{p=1}^{l_{p}} \sum_{j=1}^{l_{p}} U(g) \cdot u_{j}^{l_{p}} \right) \]  

(8.7)

cannot have \( L(\zeta) \) as a composition factor. To elaborate, if such a composition factor exists, it must arise from the weight space of \( M\left(m_{\zeta}, \bar{r}(m_{\zeta})\right) \) with weight \( \zeta \). However, all composition factors of \( M \) isomorphic to \( L(\zeta) \) come from subquotients of \( U(g) \cdot M_{\zeta} \), and by the definition of \( m_{\zeta} \), the image of \( U(g) \cdot M_{\zeta} \) under the canonical projection \( M \rightarrow M\left(m_{\zeta}, \bar{r}(m_{\zeta})\right) \) has no composition factors isomorphic to \( L(\zeta) \).

Therefore, for every composition factor \( L(\zeta) \) of \( M \), it is exhausted in the quotient module \( M\left(m_{\zeta}, \bar{r}(m_{\zeta})\right) \). Thus, the sum \( \sum_{i=0}^{\infty} U(g) \cdot v_{i} \) is precisely \( M \) itself.

It is important to note the following properties of the set \( \Gamma(M) \). For every \( n \in \mathbb{Z}_{>0} \), let \( \Xi_{n} \subseteq \mathfrak{h}^{*} \) be the support (as a semisimple \( \mathfrak{h} \)-module) of the \( g_{n}^{'} \)-module

\[ M_{n} := \sum_{i=0}^{n} U\left(\mathfrak{g}_{n}^{'}\right) \cdot v_{i}, \]  

(8.8)
where $g'_n := b + g_n$. Then, for every $\xi \in \Xi_n$ and for any integer $n \geq \tilde{n}$, we have
\[
\dim_{\mathbb{F}}(M_n^\xi) = \dim_{\mathbb{F}}\left((U(g'_n) \cdot M_n)^\xi\right).
\]
This is because our construction of $\Gamma(M)$ ensures that
\[
U(g'_n) \cdot M_n = U(n^-_n) \cdot M_n.
\]
Note that, if $x$ is in a positive root space of $g'_n$ that is not in $g'_\tilde{n}$, then
\[
x \cdot M_n = 0.
\]

**Definition 8.1.** Let $\lambda \in b^*$. Define $\tilde{O}\llbracket \lambda \rrbracket$ to be the full subcategory of $\tilde{O}$ consisting of modules $M$ whose composition factors are of the form $L(\mu)$ with $\mu \in \llbracket \lambda \rrbracket$, where $\llbracket \lambda \rrbracket$ is the integral Weyl dot-orbit $\llbracket \lambda \rrbracket := W[\lambda] \cdot \lambda$.

**Proposition 8.2.** Let $M \in \tilde{O}$ be indecomposable and $\lambda \in b^*$ be such that $L(\lambda)$ is a composition factor of $M$. Then, all composition factors of $M$ are of the form $L(\mu)$ for some $\mu \in \llbracket \lambda \rrbracket$.

**Proof:** Let $\lambda$ and $\mu$ be on different integral Weyl dot-orbits. Suppose there exists an indecomposable $M \in \tilde{O}$ with $L(\lambda)$ and $L(\mu)$ as composition factors. Since $M \neq 0$, we can apply the algorithm discussed earlier in this subsection and obtain an ordered set $\Gamma(M) = (v_0, v_1, v_2, \ldots)$ which generates $M$ as a $U(g)$-module. For every $n \in \mathbb{Z}_{>0}$, let $g'_n$ denote the subalgebra $b + g_n$ and set $b'_n \subseteq g'_n$ to be the Borel subalgebra $b + b_n$ of $g'_n$. Then, the $U(g'_n)$-module $M_n$ is given by
\[
M_n := \sum_{i=0}^{n} U(g'_n) \cdot v_i.
\]
Note that the finite-dimensional theory carries trivially over to $g'_n$ (see Remark 4.8), and we use the notation $O_{V_n}^{g'_n}$ for the category $O$ of $g'_n$ with respect to the Borel subalgebra $b'_n$. Denote by $O_{V_n}^{g'_n} \llbracket \lambda \rrbracket$ the block of $O_{V_n}^{g'_n}$ containing $L(\lambda) := L(\lambda ; g'_n, b'_n)$. Note that we have the direct sum decomposition $M_n = X_n \oplus Y_n$, where $X_n \in O_{V_n}^{g'_n} \llbracket \lambda \rrbracket$ and all composition factors of $Y_n$ are not in $O_{V_n}^{g'_n} \llbracket \lambda \rrbracket$. The submodules $X_n$ and $Y_n$ are unique. Furthermore, if $N_n$ is an indecomposable submodule of $M_n$, then $N_n$ must lie entirely in $X_n$ or in $Y_n$.

Define
\[
X := \{ x \in M \mid x \in X_n \text{ for all sufficiently large } n \} \quad (8.13)
\]
and

\[ Y := \text{span}_G \{ y \in M \mid y \in Y_n \text{ for infinitely many } n \} \]  

(8.14)

Then, it is evident that \( X \) and \( Y \) are \( g \)-submodules of \( M \). We shall prove that \( X + Y = M \) and that \( X \cap Y = 0 \).

First, let the \( U(g'_n) \)-module \( X'_n \) be an indecomposable direct summand of \( X_n \). Fix \( \tilde{n} \geq n \). Note that we have either \( X'_n \subseteq X_{\tilde{n}} \) or \( X'_n \subseteq Y_{\tilde{n}} \). Likewise, if \( Y'_n \) is an indecomposable direct summand of \( Y_n \), then either \( Y'_n \subseteq Y_{\tilde{n}} \) or \( Y'_n \subseteq X_{\tilde{n}} \).

To justify the statement in the paragraph above, consider the following \( U(g'_n) \)-module

\[ \tilde{X}_{\tilde{n}} := U(g'_n) \cdot X'_n. \]  

(8.15)

Let \( \Xi \subseteq \mathfrak{n}^* \) denote the set of weights of \( X'_n \). By (8.9), \( \Xi \) is also an indecomposable weight set of \( \tilde{X}_{\tilde{n}} \). Therefore, \( \tilde{X}_{\tilde{n}} \) can be decomposed as a direct sum \( \tilde{X}_{\tilde{n}}^1 \oplus \tilde{X}_{\tilde{n}}^2 \oplus \ldots \oplus \tilde{X}_{\tilde{n}}^l \), where each \( \tilde{X}_{\tilde{n}}^i \) is an indecomposable \( U(g'_n) \)-module, but as \( \Xi \) is an indecomposable weight set of \( \tilde{X}_{\tilde{n}} \), we must have \( \Xi \subseteq \text{supp}(\tilde{X}_{\tilde{n}}^i) \) for some \( i \). However, this means \( X'_n \subseteq \tilde{X}_{\tilde{n}}^i \). Now, being indecomposable, \( \tilde{X}_{\tilde{n}}^i \) must lie entirely either in \( X_{\tilde{n}} \) or in \( Y_{\tilde{n}} \). Ergo, \( X'_n \) is a subspace of \( X_{\tilde{n}} \) or \( Y_{\tilde{n}} \) for every \( \tilde{n} \geq n \).

The paragraph above proves that \( X \cap X_n \) is given by a direct sum of some indecomposable direct summands of \( X_n \). Indeed, for a fixed direct summand \( X'_n \) of \( X_n \), we have only two possible scenarios: either \( X'_n \) lies in \( X_{\tilde{n}} \) for all sufficiently large \( \tilde{n} \geq n \), or \( X'_n \) lies in \( Y_{\tilde{n}} \) for infinitely many \( \tilde{n} \). In the former case, \( X'_n \subseteq X \), whereas, in the latter case, \( X'_n \cap X = 0 \) and \( X'_n \subseteq Y \). In other words, \( A_n := X \cap X_n \) is a direct summand of \( M_n \). Write \( B_n := Y_n \oplus Z_n \), where \( Z_n \) is the direct sum of indecomposable direct summands \( X'_n \) of \( X_n \) which intersect \( X \) trivially.

Next, we fix \( \xi \in \text{supp}(M) \). We shall verify that \( M^\xi = X^\xi + Y^\xi \). For a given \( v \in M^\xi \), \( v = a_n + b_n \) for some \( a_n \in (A_n)^\xi \) and \( b_n \in (B_n)^\xi \). Suppose that \( n_0 \) is a positive integer such that \( (M_n)^\xi = M^\xi \) for all \( n \geq n_0 \). We claim that there exists a positive integer \( n_1 \geq n_0 \) such that \( a_n = a_{n+1} = a_{n+2} = \ldots \). This claim follows from the observation that

\[ A_n \subseteq A_{n+1} \subseteq A_{n+2} \subseteq \ldots \]  

(8.16)

for all \( n \geq n_0 \). The finite-dimensionality assumption implies that

\[ (A_{n_1})^\xi = (A_{n_1+1})^\xi = (A_{n_1+2})^\xi = \ldots \]  

(8.17)

for some \( n_1 \geq n_0 \). Furthermore, we note that

\[ B_n \supseteq B_{n+1} \supseteq B_{n+2} \supseteq \ldots ; \]  

(8.18)

consequently, the finite-dimensionality assumption yields

\[ (B_{n_1})^\xi = (B_{n_1+1})^\xi = (B_{n_1+2})^\xi = \ldots \]  

(8.19)
The claim follows immediately.

We write \( a \) for the common value \( a_{n_1} = a_{n_1+1} = a_{n_1+2} = \ldots \). Set \( b := v - a \). We shall now justify that \( b \) is an element of \( Y \). Recall that \( B_n = Y_n \oplus Z_n \), where \( Z_n \) is the direct sum of indecomposable direct summands of \( X_n \) that intersect \( X \) trivially. For \( n \geq n_1 \), we can write

\[
b = \sum_{i=1}^{k_n} y^n_i + \sum_{j=1}^{l_n} z^n_j,
\]

where \( y^n_i \) and \( z^n_j \) are nonzero elements of indecomposable direct summands of \( Y_n \) and \( Z_n \). We shall now prove that each \( y^n_i \) and each \( z^n_j \) belong in \( Y \). For \( \tilde{n} \geq n \), note that each \( y^n_i \) lies either in \( X_{\tilde{n}} \) or in \( Y_{\tilde{n}} \). If the former scenario occurs for all sufficiently large \( \tilde{n} \geq n \), then \( y^n_i \in X \), but this immediately implies \( y^n_i = 0 \), which is a contradiction. Ergo, the latter scenario occurs for infinitely many values \( \tilde{n} \geq n \), whence \( y^n_i \in Y \). The same argument applies to each \( z^n_j \). Thus, we conclude that \( y^n_i, z^n_j \in Y \) for every \( i = 1, 2, \ldots, k_n \) and \( j = 1, 2, \ldots, l_n \) with \( n \geq n_1 \). Thence, \( b \in Y \). This proves that \( M^\xi = X^\xi + Y^\xi \), leading to \( M = X + Y \).

Now, we shall check that \( X \cap Y = 0 \). Let \( y_1, y_2, \ldots, y_k \) be linearly independent elements of \( Y \) such that \( x := y_1 + y_2 + \ldots + y_k \) is in \( X \) and that, for each \( i = 1, 2, \ldots, k \), there are infinitely many positive integers \( n \) for which \( y_i \in Y_n \). We may assume that there exists \( \xi \in \text{supp}(M) \) with \( y_i \in M^\xi \) for every \( i = 1, 2, \ldots, k \). Additionally, there exists a positive integer \( m \) such that \( x \in M_m \) and that \( x \in X_n \) for every integer \( n \geq m \).

Let \( \tilde{n}(j) \geq m \) be a positive integer such that \( y_j \in Y_{\tilde{n}(j)} \). We decompose \( y_j \) as

\[
y_j = y^1_j + y^2_j + \ldots + y^r_j,
\]

where each \( y^i_j \) is nonzero and in an indecomposable direct summand of \( Y_{\tilde{n}(j)} \). Pick an arbitrary \( n \geq \tilde{n}(j) \). We note that each \( y^i_j \) must lie in \( X_n \) or in \( Y_n \). However, as \( x \in X_n \), we conclude that \( y^i_j \) is in \( X_n \), whence \( y^i_j \in X_n \) for every \( n \geq \tilde{n}(j) \). As a result, \( y_j = \sum_{i=1}^{r_j} y^i_j \) is in \( X \), which means \( y_j = 0 \), and a contradiction is reached.

Finally, we have the following equalities of composition series factor multiplicities:

\[
\left[ X : \mathcal{L}(\lambda) \right] = \left[ M : \mathcal{L}(\lambda) \right], \quad \left[ X : \mathcal{L}(\mu) \right] = 0, \quad \left[ Y : \mathcal{L}(\lambda) \right] = 0, \quad \text{and} \quad \left[ M : \mathcal{L}(\mu) \right] = \left[ M : \mathcal{L}(\mu) \right].
\]

That is, \( M = X \oplus Y \) with \( X \neq 0 \) and \( Y \neq 0 \). This contradicts the assumption that \( M \) is indecomposable.

Q.E.D.

**Remark 8.3.** The finite-dimensionality of the weight spaces of objects in \( \bar{O} \) plays an essential role in the proof of the proposition above. Without this assumption, the proposition...
may be false. As an example, \( \mathfrak{gl}_\infty \) is an \( \mathfrak{sl}_\infty \)-module with the adjoint representation. With respect to the splitting maximal toral subalgebra \( \mathfrak{h} \) of diagonal matrices of \( \mathfrak{sl}_\infty \), the \( \mathfrak{sl}_\infty \)-module \( \mathfrak{gl}_\infty \) has a weight space decomposition

\[
\mathfrak{gl}_\infty = (\mathfrak{gl}_\infty)^0 \oplus \bigoplus_{i,j \in \mathbb{Z}_{>0} \atop i \neq j} \mathbb{K} \mathbf{E}_{i,j},
\]

(8.22)

where \( (\mathfrak{gl}_\infty)^0 = \mathfrak{h} \oplus \mathbb{K} \mathbf{E}_{1,1} \) is not a finite-dimensional weight space. As the short exact sequence \( 0 \to \mathfrak{sl}_\infty \to \mathfrak{gl}_\infty \to \mathbb{K} \to 0 \) of \( \mathfrak{sl}_\infty \)-modules does not split, the trivial module \( \mathbb{K} \) is in the same block as \( \mathfrak{sl}_\infty \), despite the fact that, at each finite level \( n \), \( \mathbb{K} \) and \( \mathfrak{sl}_n \) do not belong in the same block of \( O_{\mathfrak{sl}_n} \) (or \( \bar{O}_{\mathfrak{sl}_n} \)), for any Borel subalgebra \( \mathfrak{b}_n \) of \( \mathfrak{sl}_n \). In the proof above, with \( \lambda := 0 \), it can be seen that \( X_n \equiv \mathbb{K} \) and \( Y_n = \mathfrak{sl}_n \) for every \( n \), whilst \( X = 0 \) and \( Y = \mathfrak{sl}_\infty \). Hence, the equality \( \mathfrak{gl}_\infty = X \oplus Y \) does not hold.

**Proposition 8.4.** A block of \( \bar{O} \) containing \( \mathcal{L}(\lambda) \) contains \( \bar{O}[\lambda] \) as a subcategory.

**Proof:** Using the indecomposability of the Verma modules, we conclude that the block containing \( \mathcal{L}(\lambda) \) must have \( \bar{O}[\lambda] \) as a subcategory. In other words, let \( \mu, \nu \in [\lambda] \). Let \( n \in \mathbb{N} \) be sufficiently large that \( \mu = w \cdot \lambda \) for some \( w \in W_n[\lambda_n] \). (Here, \( \xi_n \) denotes \( \xi|_{\mathfrak{b}_n} \) for all \( \xi \in \mathfrak{h}^* \).)

From the finite-dimensional theory (see [20]), \( W_n[\lambda_n] \cdot \lambda \) has a unique maximal element \( \nu \) (with respect to the order \( \preceq \) given by \( \mathfrak{b} \)). Then, the Verma module \( \mathcal{M}(\nu) \) has \( \mathcal{M}(\mu) \) and \( \mathcal{M}(\lambda) \) as submodules due to the BGG Theorem (Theorem 6.7). Therefore, we have nonzero homomorphisms \( \mathcal{M}(\mu) \to \mathcal{M}(\nu) \) and \( \mathcal{M}(\lambda) \to \mathcal{M}(\nu) \). Thus, the indecomposable modules \( \mathcal{M}(\mu) \) and \( \mathcal{M}(\lambda) \) are in the same block. Furthermore, with nontrivial homomorphisms \( \mathcal{M}(\mu) \to \mathcal{L}(\mu) \) and \( \mathcal{M}(\lambda) \to \mathcal{L}(\lambda) \), we conclude that \( \mathcal{L}(\mu) \) and \( \mathcal{L}(\lambda) \) are in the same block.

Now, suppose that \( M \in \bar{O} \) is indecomposable with \( \mathcal{L}(\mu) \) as a composition factor, where \( \mu \in [\lambda] \). By Theorem 5.25 and Proposition 8.2, we see that \( M \) has a submodule \( N \) such that \( M/N \cong \mathcal{L}(\nu) \) for some \( \nu \in [\lambda] \). Thus, the nonzero homomorphism \( M \to M/N \) establishes that \( M \) is in the same block as \( \mathcal{L}(\nu) \), which is also in the same block as \( \mathcal{L}(\lambda) \). Thus, every indecomposable object \( M \) whose composition factors are of the form \( \mathcal{L}(\mu) \) with \( \mu \in [\lambda] \) is in the same block as \( \mathcal{L}(\lambda) \). The proposition follows immediately.  \( \text{Q.E.D.} \)

**Theorem 8.5.** Let \( \Omega \) denote the set of integral Weyl dot-orbits. Then, the full abelian
subcategories $\bar{O}[\lambda]$, where $[\lambda] \in \Omega$, are the blocks of $\bar{O}$, and
\[
\bar{O} = \bigoplus_{[\lambda] \in \Omega} \bar{O}[\lambda].
\] (8.23)

**Proof:** From the proposition above, we know that each block of $\bar{O}$ contains $\bar{O}[\lambda]$ for some $\lambda \in \mathfrak{h}^*$. We shall prove that the block containing $\bar{O}[\lambda]$ must then coincide with $\bar{O}[\lambda]$. If the block contains an indecomposable module $M$ not in $\bar{O}[\lambda]$, then there exists a finite sequence $M = M_0, M_1, M_2, \ldots, M_k$ of indecomposable modules in this block such that $M_k \in \bar{O}[\lambda]$, $M_{k-1} \notin \bar{O}[\lambda]$, and for each $i = 0, 1, 2, \ldots, k-1$, either $\text{Hom}_\bar{O}(M_i, M_{i+1}) \neq 0$ or $\text{Hom}_\bar{O}(M_{i+1}, M_i) = 0$.

If $\text{Hom}_\bar{O}(M_{k-1}, M_k) \neq 0$ or $\text{Hom}_\bar{O}(M_k, M_{k-1}) \neq 0$, then $M_{k-1}$ has a composition factor $L(\mu)$ (which is also a composition factor of $M_k$) for some $\mu \in [\lambda]$, which then means that $M_{k-1} \notin \bar{O}[\lambda]$ by Proposition 8.2. This contradicts the assumption that $M_{k-1} \notin \bar{O}[\lambda]$. Therefore, the blocks of $\bar{O}$ are precisely $\bar{O}[\lambda]$.

To complete the proof, let now $M$ be an arbitrary object in $\bar{O}$. By Theorem 5.10, $M$ has a direct sum decomposition with indecomposable summands. Write $M[\lambda]$ for the (direct) sum of the direct summands of $M$ that belong to $\bar{O}[\lambda]$. Then, we can clearly see that
\[
M = \bigoplus_{[\lambda] \in \Omega} M[\lambda].
\] (8.24)

Note that this direct sum may be an uncountable direct sum. Q.E.D.

### 8.2 Formal Characters

**Definition 8.6.** For each $M \in \bar{O}$, the *formal character* of $M$ is the element $\text{ch}(M)$ of the set $\mathcal{F}$ of functions $f : \mathfrak{h}^* \rightarrow \mathbb{Z}$ defined by
\[
\text{ch}(M) \overset{\text{def}}{=} \sum_{\lambda \in \mathfrak{h}^*} \dim_\mathbb{C} \left( M^\lambda \right) e^\lambda,
\] (8.25)

where $e^\lambda : \mathfrak{h}^* \rightarrow \mathbb{Z}$ is defined by $e^\lambda(\mu) := \delta_{\lambda,\mu}$ and $\delta$ is the Kronecker delta.
**Proposition 8.7.** Let $M, N \in \bar{O}$. Then, $\text{ch}(M \oplus N) = \text{ch}(M) + \text{ch}(N)$. If $M \otimes N \in O$, then

$$\text{ch}(M \otimes N) = \text{ch}(M) \cdot \text{ch}(N),$$

where the coefficients of $\text{ch}(M \otimes N)$ are given by *convolutions*, namely, for $f, g \in S$,

$$(f \cdot g)(\lambda) = \sum_{\mu \in h^*} f(\mu) g(\lambda - \mu),$$

when all such summations are finite. (Note that $e^\lambda \cdot e^\mu = e^{\lambda+\mu}$ for all $\lambda, \mu \in h^*$.)

**Proposition 8.8.** Let the Kostant function $p \in S$ be defined via $p = \sum_{\mu \geq 0} \varphi(\mu) e^{-\mu}$, where the partition function $\varphi$ is defined as follows: $\varphi(\mu)$ denotes the number of ways to express $\mu \geq 0$ as a sum of positive roots. Then,

$$\text{ch} \left( M(\lambda) \right) = p \cdot e^\lambda$$

for every $\lambda \in h^*$.

**Theorem 8.9.** For every $M \in \bar{O}$,

$$\text{ch}(M) = \sum_{\lambda \in h^*} \left[ M : \mathcal{L}(\lambda) \right] \text{ch} \left( \mathcal{L}(\lambda) \right).$$

**Corollary 8.10.** If $0 \rightarrow M_0 \rightarrow M_1 \rightarrow M_2 \rightarrow \ldots \rightarrow M_k \rightarrow 0$ is an exact sequence of objects in $\bar{O}$, then

$$\sum_{r=0}^{k} (-1)^r \text{ch} (M_r) = 0.$$
Let $M$ be an indecomposable object in $\tilde{O}$. Suppose that $u_1, u_2, \ldots \in M$ are weight vectors that generate $M$. Write

$$M_n := \sum_{i=1}^{n} u(g'_n) \cdot u_i,$$

where $g'_n := g_n + h$. For any simple object $L := \mathfrak{L}(\lambda) \in \tilde{O}$, write $L_n := \mathfrak{L}_n(\lambda) = \mathfrak{L}(\lambda; g'_n, b'_n, h)$, where $b'_n := b_n + h$.

**Proposition 8.11.** For all sufficiently large $n$,

$$[M : L] = [M_n : L_n].$$

**Proof:** Let $n$ be an index so large that

$$\dim_k(M^n_\lambda) = \dim_k(M^\lambda);$$

then it is immediate that

$$[M : L] \leq [M_n : L_n].$$

Furthermore, the sequence $([M_n : L_n])_{n \in \mathbb{Z}_{>0}}$ is nonincreasing at some point. Therefore, for some $m \geq [M : L]$, we have $[M_n : L_n] = m$ for every large $n$, say $n \geq n_0$.

Now, we look at the character $\text{ch}(M)$ and $\text{ch}(M_n)$. For sufficiently large $n \geq n_0$, we must have

$$\dim_k(M^\mu) = \dim_k(M_n^\mu)$$

for every $\mu \succeq \lambda$. Theorem 8.9 guarantees that $m = [M : L]$. Q.E.D.

### 8.3 Kazhdan-Lusztig Multiplicities

Let $g'_n := g_n + h$ and $b'_n := b_n + h$. Note that the Weyl group of $g'_n$ is still the Weyl group $W_n$ of $g_n$. For each $\xi \in \mathfrak{h}^*$, write $\mathfrak{M}_n(\xi)$ and $\mathfrak{L}_n(\xi)$ for the Verma module $\mathfrak{M}(\xi; g'_n, b'_n, h)$ and the simple module $\mathfrak{L}(\xi; g'_n, b'_n, h)$, respectively.
**Definition 8.12.** A weight $\lambda \in h^*$ is regular if $(\lambda + \rho)(h_\alpha) \neq 0$ for every root $\alpha$.

Fix a regular integral weight $\lambda$. Take $\mu \in W \cdot \lambda$. For each $n \in \mathbb{Z}_{>0}$, write $\nu_n$ for the antidominant weight in $h^*$ that is strongly linked to $\lambda$ with respect to $b'_n$. In addition, there exist elements $x_n$ and $y_n$ of $W_n$ such that

$$x_n^{-1} \cdot \lambda = \nu_n \text{ and } y_n^{-1} \cdot \mu = \nu_n.$$  

(8.36)

From the finite-dimensional theory and Remark 4.8, we have

$$\left[ \mathcal{M}_n (\lambda) : \mathcal{L}_n (\mu) \right] = P_{w_n^0 x_n, w_n^0 y_n}^W (1),$$  

(8.37)

where $w_n^0 \in W_n$ is the longest element of $W_n$. Combining this result with Proposition 8.11, we obtain the proposition below.

**Proposition 8.13.** There exists a positive integer $n_0$ such that, for all $n \geq n_0$,

$$\left[ \mathcal{M} (\lambda) : \mathcal{L} (\mu) \right] = P_{w_n^0 x, w_n^0 y}^W (1).$$  

(8.38)

Fix $x, y \in W$ and set $m(x, y)$ to be the smallest positive integer $m$ such that $x, y \in W_m$. Theorem 7.26 dictates that

$$P_{x,y}^{W_{m(x,y)}}(q) = P_{x,y}^W(q) = P_{x,y}^W(q).$$  

(8.39)

This result gives rise to the following proposition.

**Proposition 8.14.** For every $x \in W$ and for each regular antidominant weight $\lambda$,

$$\left[ \mathcal{M}(x \cdot \lambda) \right] = \sum_{y \leq x} P_{w_0^{m(x,y)} x, w_0^{m(x,y)} y}^W (1) \left[ \mathcal{L}(y \cdot \lambda) \right],$$  

(8.40)

or equivalently

$$\left[ \mathcal{L}(x \cdot \lambda) \right] = \sum_{y \leq x} (-1)^{\ell(x)-\ell(y)} P_{x,y}^{W_{m(x,y)}} (1) \left[ \mathcal{M}(y \cdot \lambda) \right].$$  

(8.41)

(Note that the two equations above are equalities in the Grothendieck group of $\bar{O}$.)
8.4 Hom and Ext^* Functors

Unless otherwise specified, Ext denotes Ext_{O}. Similarly, Hom denotes Hom_{O}.

Proposition 8.15. Let \( \lambda, \mu \in \mathfrak{h}^* \).

(a) If \( M \) is a \( \mathfrak{U}(g) \)-module such that, for all weights \( \nu \in \text{supp}(M) \), we have \( \lambda \not\prec \nu \), then \( \text{Ext}^1 \left( \mathfrak{M}(\lambda), M \right) = 0 \). In particular,
\[
\text{Ext}^1 \left( \mathfrak{M}(\lambda), \mathfrak{L}(\lambda) \right) = 0 \quad \text{and} \quad \text{Ext}^1 \left( \mathfrak{M}(\lambda), \mathfrak{M}(\lambda) \right) = 0 .
\]
(8.42)

(b) If \( \mu \preceq \lambda \), then \( \text{Ext}^1 \left( \mathfrak{M}(\lambda), \mathfrak{L}(\mu) \right) = 0 \).

(c) If \( \mu \prec \lambda \) and \( \mathfrak{A}(\lambda) \) is the maximal proper submodule of \( \mathfrak{M}(\lambda) \), then
\[
\text{Ext}^1 \left( \mathfrak{L}(\lambda), \mathfrak{L}(\mu) \right) \cong \text{Hom} \left( \mathfrak{A}(\lambda), \mathfrak{L}(\mu) \right) .
\]
(8.43)

(d) \( \text{Ext}^1 \left( \mathfrak{L}(\lambda), \mathfrak{L}(\lambda) \right) = 0 \).

Proof:

(a) Given an extension
\[
0 \rightarrow M \xrightarrow{i} E \xrightarrow{p} \mathfrak{M}(\lambda) \rightarrow 0
\]
in \( \mathfrak{O} \), let \( e \in E \) be such that \( p(e) \) be a highest-weight vector of \( \mathfrak{M}(\lambda) \). Due to the hypothesis, the submodule \( V \) of \( E \) generated by \( e \) is a highest-weight module with highest weight \( \lambda \). Since \( V \) is mapped surjectively by \( p \) onto \( \mathfrak{M}(\lambda) \), we conclude that \( p \) induces an isomorphism \( V \cong \mathfrak{M}(\lambda) \), whence the exact sequence splits.

(b) This is an immediate consequence of (a).

(c) Starting with the short exact sequence
\[
0 \rightarrow \mathfrak{A}(\lambda) \rightarrow \mathfrak{M}(\lambda) \rightarrow \mathfrak{L}(\lambda) \rightarrow 0 ,
\]
we get the following long exact sequence of Ext-groups:
\[
\ldots \rightarrow \text{Hom} \left( \mathfrak{M}(\lambda), \mathfrak{L}(\mu) \right) \rightarrow \text{Hom} \left( \mathfrak{A}(\lambda), \mathfrak{L}(\mu) \right) \\
\quad \rightarrow \text{Ext}^1 \left( \mathfrak{L}(\lambda), \mathfrak{L}(\mu) \right) \rightarrow \text{Ext}^1 \left( \mathfrak{M}(\lambda), \mathfrak{L}(\mu) \right) \rightarrow \ldots .
\]
(8.46)

By (b), \( \text{Ext}^1 \left( \mathfrak{M}(\lambda), \mathfrak{L}(\mu) \right) = 0 \). Furthermore, it is clear that \( \text{Hom} \left( \mathfrak{M}(\lambda), \mathfrak{L}(\mu) \right) = 0 \). Therefore, we have the isomorphism (8.43).

(d) Replace \( \mu \) by \( \lambda \) in the proof of (c). We note that \( \text{Hom} \left( \mathfrak{A}(\lambda), \mathfrak{L}(\lambda) \right) = 0 \). By (b), \( \text{Ext}^1 \left( \mathfrak{M}(\lambda), \mathfrak{L}(\mu) \right) = 0 \). Thus, \( \text{Ext}^1 \left( \mathfrak{L}(\lambda), \mathfrak{L}(\lambda) \right) = 0 \) as well.

Q.E.D.
Proposition 8.16. Let $\lambda, \mu \in \mathfrak{h}^*$.

(a) For every $M, N \in \bar{\mathcal{O}}$ and $k \in \mathbb{Z}_{\geq 0}$, we have $\text{Ext}^k(M, N) \cong \text{Ext}^k(N^\vee, M^\vee)$.

(b) The image of any homomorphism $\mathfrak{M}(\mu) \to \mathfrak{V}(\lambda)$ is a submodule of $\mathfrak{L}(\lambda) \subseteq \mathfrak{V}(\lambda)$. This means

$$\dim_{\mathbb{K}} \left( \text{Hom} \left( \mathfrak{M}(\mu), \mathfrak{V}(\lambda) \right) \right) = \begin{cases} 1, & \text{if } \mu = \lambda, \\ 0, & \text{if } \mu \neq \lambda. \end{cases} \quad (8.47)$$

(c) $\text{Ext}^1(\mathfrak{M}(\mu), \mathfrak{V}(\lambda)) = 0$ for all $\lambda$ and $\mu$.

Proof:

(a) This part is trivial due to the fact that duality is an antiequivalence of the category $\bar{\mathcal{O}}$ with itself.

(b) Let $M$ be the image of a nonzero homomorphism $\mathfrak{M}(\mu) \to \mathfrak{V}(\lambda)$. Then, $M$ is a highest-weight submodule of $\mathfrak{V}(\lambda)$ with highest weight $\mu$. Since $\mathfrak{L}(\lambda)$ is contained in every nonzero submodule of $\mathfrak{V}(\lambda)$, we see that $\mathfrak{L}(\lambda) \subseteq M$, so $\mu \preceq \lambda$. However, the composition factors of $\mathfrak{V}(\lambda)$ are the same as those of $\mathfrak{M}(\lambda)$, which are simple modules with highest weight less than or equal to $\lambda$. This means $\mu \succeq \lambda$. Consequently, $\mu = \lambda$ must hold, whence $M = \mathfrak{L}(\lambda)$.

(c) If $\lambda \npreceq \mu$, then $M := \mathfrak{V}(\mu)$ satisfies the hypothesis of Proposition 8.15(a). Therefore,

$$\text{Ext}^1 \left( \mathfrak{M}(\lambda), \mathfrak{V}(\mu) \right) = 0. \quad (8.48)$$

By (a), we have

$$\text{Ext}^1 \left( \mathfrak{M}(\mu), \mathfrak{V}(\lambda) \right) \cong \text{Ext}^1 \left( \mathfrak{M}(\lambda), \mathfrak{V}(\mu) \right) = 0. \quad (8.49)$$

If $\lambda \preceq \mu$, then $M := \mathfrak{V}(\lambda)$ satisfies the hypothesis of Proposition 8.15(a), with $\mu$ replacing $\lambda$ in that proposition. The same conclusion follows.

Q.E.D.

Remark 8.17. As a comparison with Part (c) of the proposition above, we note that $\text{Ext}^1 \left( \mathfrak{V}(\lambda), \mathfrak{M}(\mu) \right)$ can be nontrivial. For example, consider $\mathfrak{g} := \mathfrak{sl}_\infty$ with $\mathfrak{h} := \mathfrak{h}_\lambda$ and...
\( b := b_{1A} \). If
\[
\lambda := \left( 0, 0, -\frac{1}{2}, -\frac{2}{3}, -\frac{3}{4}, \ldots \right) \quad (8.50)
\]
and
\[
\mu := \left( 0, 2, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots \right), \quad (8.51)
\]
then we have the equality
\[
\mu = s_{\epsilon_1 - \epsilon_2} \cdot \lambda = (1 \ 2) \cdot \lambda. \quad (8.52)
\]
We shall see later that Theorem 9.9 produces the injective hull \( \mathcal{I}(\mu) \in \bar{O} \). We have a nonsplitting short exact sequence
\[
0 \to \mathcal{V}(\mu) \to \mathcal{I}(\mu) \to \mathcal{V}(\lambda) \to 0. \quad (8.53)
\]
As \( \mu \) is an almost antidominant weight, \( \mathcal{M}(\mu) \) is simple. Therefore,
\[
\mathcal{M}(\mu) \cong \mathcal{L}(\mu) \cong \left( \mathcal{L}(\mu) \right)^{\vee}, \quad (8.54)
\]
so that
\[
\mathcal{V}(\mu) = \left( \mathcal{M}(\mu) \right)^{\vee} \cong \mathcal{M}(\mu). \quad (8.55)
\]
This shows that \( \text{Ext}^1 \left( \mathcal{V}(\lambda), \mathcal{M}(\mu) \right) \neq 0 \).

Note that the module \( \mathcal{I}(\mu) \) given above is an example of a tilting module, that is \( \mathcal{I}(\mu) \) has both a filtration by submodules with successive co-Verma factors, and a filtration by submodules with successive Verma factors. To elaborate, we have the following filtration with successive co-Verma factors from the short exact sequence above:
\[
0 \subseteq \mathcal{V}(\mu) \subseteq \mathcal{I}(\mu). \quad (8.56)
\]
Now, we take \( v \) to be a singular vector of \( \mathcal{I}(\mu) \) with weight \( \lambda \), then the submodule \( \mathcal{U}(g) \cdot v \) is a Verma submodule of \( \mathcal{I}(\mu) \) isomorphic to \( \mathcal{M}(\lambda) \). It can be shown that \( \mathcal{I}(\mu)/(\mathcal{U}(g) \cdot v) \cong \mathcal{M}(\mu) \). Therefore, \( \mathcal{I}(\mu) \) has a Verma filtration
\[
0 \subseteq \mathcal{M}(\lambda) \subseteq \mathcal{I}(\mu). \quad (8.57)
\]
In fact, \( \mathcal{I}(\mu) \) is self-dual, i.e., \( \mathcal{I}(\mu) = \left( \mathcal{I}(\mu) \right)^{\vee} \). That is, \( \mathcal{I}(\mu) \) equals the projective cover \( \mathcal{V}(\mu) \) of \( \mathcal{L}(\mu) \).
It is natural to make the following conjecture. The finite-dimensional version is true, and it is equivalent to the Kazhdan-Lusztig Conjecture (Theorem 4.13). See also [20].

Conjecture 8.18. Let $\lambda \in b^*$ be a regular antidominant integral weight. For $x, y \in W$, we write $m(x, y)$ for the smallest positive integer $m$ such that $x, y \in W_m$. Then,

$$P^W_{x,y}(q) = P^{W_m(x,y)}_{x,y}(q) = \sum_{i=0}^{\ell(x,y)-1} q^i \dim_{\mathbb{K}} \left( \text{Ext}^{\ell(x,y)-2i}(\mathcal{M}(x \cdot \lambda), \mathcal{L}(y \cdot \lambda)) \right).$$

(8.58)
9 Truncated Category $\mathcal{O}$

In this section, $\mathfrak{g}$ is a root-reductive Lie algebra with a Dynkin Borel subalgebra $\mathfrak{b}$.

9.1 Truncation

As before, $M^\vee$ and $f^\vee$ denote the duals in $\mathcal{O}$ of an object $M$ and a homomorphism $f$, respectively. We shall now define a truncation method of the category $\mathcal{O}$ using an idea from [27].

**Definition 9.1.** For $\lambda \in \mathfrak{h}^*$, we write $\mathcal{O}^{\leq \lambda}$ for the full subcategory of $\mathcal{O}$ consisting of all modules $M \in \mathcal{O}$ whose weights are less than or equal to $\lambda$ with respect to the partial order $\leq$ on $\mathfrak{h}^*$.

**Proposition 9.2.** For each $\lambda \in \mathfrak{h}^*$, let $\tau_{\leq \lambda} : \mathcal{O} \to \mathcal{O}^{\leq \lambda}$ be defined as

$$
\tau_{\leq \lambda} M \overset{\text{def}}{=} \sum_{N \subseteq M, N \in \mathcal{O}^{\leq \lambda}} N \quad (9.1)
$$

and

$$
\tau_{\leq \lambda} f \overset{\text{def}}{=} f|_{\tau_{\leq \lambda} M} \quad (9.2)
$$

for all $M \in \mathcal{O}$ and for all homomorphisms $f : M \to L$ of objects in $\mathcal{O}$. Then, $\tau_{\leq \lambda}$ is a left-exact (covariant) functor. We shall call $\tau_{\leq \lambda}$ the *truncation functor* (with the upper bound $\lambda$).

**Corollary 9.3.** For each $\lambda \in \mathfrak{h}^*$, let $\tau_{\leq \lambda}^\vee : \mathcal{O} \to \mathcal{O}^{\leq \lambda}$ be defined as

$$
\tau_{\leq \lambda}^\vee M \overset{\text{def}}{=} \left( \tau_{\leq \lambda} (M^\vee) \right)^\vee \quad (9.3)
$$

and

$$
\tau_{\leq \lambda}^\vee f \overset{\text{def}}{=} \left( \tau_{\leq \lambda} (f^\vee) \right)^\vee \quad (9.4)
$$
for all $M \in \bar{O}$ and for all homomorphisms $f : M \to L$ of objects in $\bar{O}$. Then, $\tau_{\leq \lambda}^\vee$ is a right-exact (covariant) functor. We shall call $\tau_{\leq \lambda}^\vee$ the dual truncation functor (with the upper bound $\lambda$).

**Proposition 9.4.** Let $\lambda \in h^*$. If $I$ is an injective object in $\bar{O}$, then $\tau_{\leq \lambda} I$ is injective in $\bar{O}^{\leq \lambda}$. If $P$ is a projective object in $\bar{O}$, then $\tau_{\leq \lambda}^\vee P$ is projective in $\bar{O}^{\leq \lambda}$.

**Proof:** Let $I$ be an injective object in $\bar{O}$ and

$$0 \to \tau_{\leq \lambda} I \to M \to N \to 0 \quad (9.5)$$

an exact sequence of objects in $\bar{O}^{\leq \lambda}$. We have the injection $\tau_{\leq \lambda} I \hookrightarrow I$. Because $I$ is an injective object in $\bar{O}$ and $0 \to \tau_{\leq \lambda} I \to M \to N \to 0$ is also an exact sequence of objects in $\bar{O}$, we conclude that there exists a homomorphism $\phi : M \to I$ such that the diagram below is commutative:

$$
\begin{array}{ccc}
0 & \to & \tau_{\leq \lambda} I \\
\downarrow & & \downarrow \phi \\
I & \to & N \\
\end{array}
$$

Since the image of $M$ under $\phi$ must be in $\bar{O}^{\leq \lambda}$, we see that $\text{im}(\phi) \subseteq \tau_{\leq \lambda} I$. Thence, we indeed have a commutative diagram

$$
\begin{array}{ccc}
0 & \to & \tau_{\leq \lambda} I \\
\downarrow \cong & & \downarrow \phi \\
\tau_{\leq \lambda} I & \to & N \\
\end{array}
$$

(9.7)

Hence, the exact sequence $0 \to \tau_{\leq \lambda} I \to M \to N \to 0$ splits. Thus, $\tau_{\leq \lambda} I$ is injective.

For the second part of the proposition, we employ the duality from Corollary 9.3. The proof is now complete.

**Q.E.D.**

**Remark 9.5.** Note that $\bar{O}^{\leq \lambda}$ is a full subcategory of $\bar{O}$ which is closed under extensions, taking quotient objects, and taking direct sums. That is, $\bar{O}^{\leq \lambda}$ is a torsion subcategory of $\bar{O}$ (see [12]). If $\mathcal{F}^{\leq \lambda}$ denote the class of objects $M$ in $\bar{O}$ such that $\tau_{\leq \lambda} M = 0$, then $(\bar{O}^{\leq \lambda}, \mathcal{F}^{\leq \lambda})$ forms a torsion pair. In other words, we have the following observations:
(a) $\tilde{O}^{\leq \lambda} \cap F^{\leq \lambda} = \{0\};$

(b) If $T \to A \to 0$ is an exact sequence in $\tilde{O}$ with $T \in \tilde{O}^{\leq \lambda}$, then $A \in F^{\leq \lambda};$

(c) If $0 \to A \to F$ is an exact sequence in $\tilde{O}$ with $F \in F^{\leq \lambda}$, then $A \in F^{\leq \lambda};$

(d) For every $M \in \tilde{O}$, there exists an exact sequence $0 \to T \to M \to F \to 0$ with $T \in \tilde{O}^{\leq \lambda}$ and $F \in F^{\leq \lambda};$

(e) For all $T \in \tilde{O}^{\leq \lambda}$ and $F \in F^{\leq \lambda}$, we have $\text{Hom}_{\tilde{O}}(T, F) = 0.$

9.2 Injective Objects

As in the proof of Proposition 8.2, $\mathfrak{g}_n'$ and $\mathfrak{b}_n'$ denote $\mathfrak{h} + \mathfrak{g}_n$ and $\mathfrak{h} + \mathfrak{b}_n$, respectively.

**Proposition 9.6.** Fix $n \in \mathbb{Z}_{>0}$. Suppose that $I_{n+1}$ is an injective object in $\mathcal{O}_{\mathfrak{b}_n'+1}^{\mathfrak{g}_n'+1}$. Then, the restriction $I_n := \text{Res}_{\mathfrak{b}_n'}^{\mathfrak{g}_n'}(I_{n+1})$ is an injective object in $\mathcal{O}_{\mathfrak{b}_n'}^{\mathfrak{g}_n'}$.

**Proof:** Let $0 \to M_n \xrightarrow{\varphi_n} N_n$ be an exact sequence in $\mathcal{O}_{\mathfrak{b}_n'}^{\mathfrak{g}_n'}$ along with a homomorphism $f_n : M_n \to I_n$ of $\mathfrak{g}_n'$-modules. Now, let $\mathfrak{p}_n$ denote the parabolic subalgebra $\mathfrak{p}_n' = \mathfrak{g}_n' + \mathfrak{b}_n' + 1$.

Take $\{x_\alpha | \alpha \in \Delta^+\} \cup \{h_\beta | \beta \in \Sigma^+\}$ for a Chevalley basis of $\mathfrak{g}$. We equip each object $L$ in $\mathcal{O}_{\mathfrak{b}_n'}^{\mathfrak{g}_n'}$ with a $\mathfrak{p}_n'$-module structure by requiring that, for each $\mathfrak{b}_n'$-positive root $\alpha$ of $\mathfrak{g}_n'$ which is not a root of $\mathfrak{g}_n'$,

$$x_\alpha \cdot L = 0.$$  

Note that $\mathfrak{u}\left(\mathfrak{g}_n'\right)$ is a free (whence flat) $\mathfrak{u}\left(\mathfrak{p}_n'\right)$-module due to the PBW Theorem. Hence, the parabolic induction functor $\mathfrak{u}\left(\mathfrak{g}_n'\right) \otimes_{\mathfrak{u}\left(\mathfrak{p}_n'\right)} -$ is exact, that is we have an exact sequence of $\mathfrak{g}_n'$-modules

$$0 \to \mathfrak{u}\left(\mathfrak{g}_n'\right) \otimes_{\mathfrak{u}\left(\mathfrak{p}_n'\right)} M_n \xrightarrow{\varphi_n} \mathfrak{u}\left(\mathfrak{g}_n'\right) \otimes_{\mathfrak{u}\left(\mathfrak{p}_n'\right)} N_n,$$  

\[ (9.10) \]
where the $u(g'_{n+1})$-module homomorphism $\varphi_{n+1}$ is given by $\varphi_{n+1} := \text{id} u(g'_{n+1}) \otimes \varphi_n$. Then, we define the homomorphism of $g'_{n+1}$-modules $f_{n+1} : u(g'_{n+1}) \otimes M_n \to I_{n+1}$ by setting

$$f_{n+1}(x \otimes v) := x \cdot f_n(v)$$

for all $x \in u(g'_{n+1})$ and $v \in M_n$. Since $u(g'_{n+1}) \otimes u(p'_{n+1})$ and $u(g'_{n+1}) \otimes N_n$ are objects in $O_{g'_{n+1}}^\rho$, we conclude by injectivity of $I_{n+1}$ in $O_{g'_{n+1}}^\rho$ that there exists a homomorphism of $g'_{n+1}$-modules $\psi_{n+1} : u(g'_{n+1}) \otimes N_n \to I_{n+1}$ such that

$$f_{n+1} = \psi_{n+1} \circ \varphi_{n+1}.$$  

We then define $\psi_n : N_n \to I_{n+1}$ by setting

$$\psi_n(u) := \psi_{n+1} \left( 1_{u(g'_{n+1})} \otimes u \right)$$

for every $u \in N_n$. It is easy to see that $f_n = \psi_n \circ \varphi_n$ and that $I_n = \text{Res}_{g'_{n+1}}^{g'_n} (I_{n+1})$ is an object in $O_{g'_{n+1}}^\rho$, whence $I_n$ is injective in $O_{g'_{n+1}}^\rho$.

**Q.E.D.**

**Definition 9.7.** Let $\lambda \in \mathfrak{h}^*$. Then, we say that $\lambda$ is dominant if $(\lambda + \rho)(h_\alpha) \not\in \mathbb{Z}_{<0}$ for all positive roots $\alpha$ of $\mathfrak{g}$. We say that $\lambda$ is almost dominant if $(\lambda + \rho)(h_\alpha) \in \mathbb{Z}_{<0}$ for at most finitely many positive roots $\alpha$ of $\mathfrak{g}$.

**Theorem 9.8.** Let $I_n \in O_{g'_{n+1}}^\rho$ for each $n \in \mathbb{Z}_{>0}$ be an injective object. Suppose that we have an embedding $I_n \xrightarrow{\psi_n} I_{n+1}$ for every $n$. If the direct limit $I = \lim_{\longrightarrow} I_n$ is an object of $\bar{O}$, then $I$ is injective in $\bar{O}$.

**Proof:** Let an injective homomorphism $M \xrightarrow{\varphi} N$ and a homomorphism $f : M \to I$ be given. Without loss of generality, we can assume that all weights of $M$, $N$, and $I$ lie within $\lambda + \Lambda$ for some $\lambda \in \mathfrak{b}^*$. In particular, we can assume that the modules $M$, $N$, and $I$ are generated by countably many weight vectors.
We suppose that \( N \) is generated by weight vectors \( u_1, u_2, u_3, \ldots \), with the corresponding weights \( \mu_1, \mu_2, \mu_3, \ldots \). Let \( N_n \) denote the \( g_n \)-submodule

\[
N_n := \sum_{i=1}^{n} u_i \cdot \left( g_n' \right). \tag{9.14}
\]

Then, we define \( M_n \) as \( \varphi^{-1}(N_n) \). Note that both \( M_n \) and \( N_n \) are objects in \( \mathcal{O}_{g_n'} \). By Proposition 9.6, for every \( m \geq n \), \( \text{Res}_{g_n'}^{g_m'}(I_m) \) is an injective module in \( \mathcal{O}_{g_n'}^{g_m'} \). Therefore, as \( I \) has finite-dimensional weight spaces, we can assume without loss of generality that each \( I_n \) satisfies the property that

\[
\dim_K \left( (I_n)^{\mu_i} \right) = \dim_K (I^{\mu_i}) \tag{9.15}
\]

for every \( i = 1, 2, \ldots, n \).

Let \( \varphi_n := \varphi |_{M_n} \) and \( f_n := f |_{M_n} \). From the definitions above, we have the diagram of objects of \( \mathcal{O}_{g_n'}^{g_n'} \)

\[
0 \longrightarrow M_n \xrightarrow{\varphi_n} N_n \xrightarrow{f_n} I_n \tag{9.16}
\]

Because \( I_n \) is injective, there exists a \( g_n'-\)module homomorphism \( F_n : N_n \to I_n \) such that \( F_n \circ \varphi_n = f_n \).

Write \( \mathcal{F}_n^1 \) for the set of all maps \( F_n : N_n \to I_n \) such that

\[
F_n \circ \varphi_n = f_n. \tag{9.17}
\]

Take \( V_n^1 \) to be the \( \mathbb{K} \)-span of all vectors of the form \( (1, F_n(u_1)) \in \mathbb{K} \times I^{\mu_1} \), where \( F_n \in \mathcal{F}_n^1 \). Then, \( V_n^1 \) is a finite-dimensional vector space for every \( n \). Furthermore, we have

\[
V_1^1 \supseteq V_2^1 \supseteq V_3^1 \supseteq \ldots \tag{9.18}
\]

Hence, the inclusion sequence above stabilizes at some \( n_1 \in \mathbb{Z}_{>0} \). That is,

\[
V^1 := V_{n_1}^1 = V_{n_1+1}^1 = V_{n_1+1}^1 = \ldots \tag{9.19}
\]

Since \( \mathcal{F}_n^1 \) is nonempty for every \( n \), we conclude that \( V^1 \) is nonempty. As \( V^1 = V_{n_1}^1 \), it must contain \( (1, F_{n_1}(u_1)) \) for some \( F_{n_1} \in \mathcal{F}_{n_1}^1 \). We claim that, for every \( n \geq n_1 \), there exists \( F_n \in \mathcal{F}_n^1 \) such that

\[
F_n(u_1) = F_{n_1}(u_1) =: v_1. \tag{9.20}
\]
To verify the claim above, we observe a trivial fact that $\mathcal{F}_n^1$ is closed under unit linear combinations. That is, if $F_{n,1}, F_{n,2}, \ldots, F_{n,k} \in \mathcal{F}_n^1$, then
\begin{equation}
\sum_{i=1}^{k} t_i F_{n,i} \in \mathcal{F}_n^1
\end{equation}
for every $t_1, t_2, \ldots, t_k \in \mathbb{K}$ with $\sum_{i=1}^{k} t_i = 1$. Therefore, if $(1, \tilde{u}_n) \in V_n^1$, then
\begin{equation}
\tilde{u}_n = \sum_{i=1}^{k} t_i F_{n,i} (u_1),
\end{equation}
for some $t_1, \ldots, t_k \in \mathbb{K}$ with $\sum_{i=1}^{k} t_i = 1$ and for some $F_{n,1}, \ldots, F_{n,k} \in \mathcal{F}_n^1$, whence with
\begin{equation}
F_n := \sum_{i=1}^{k} t_i F_{n,i} \in \mathcal{F}_n^1,
\end{equation}
we have $\tilde{u}_n = F_n (u_1)$. In particular, for every positive integer $n$, $v_1$ is in the image of $F_n$ for some $F_n \in \mathcal{F}_n^1$.

Now, suppose that $v_1, v_2, \ldots, v_l$ have been obtained so that, for each $n \in \mathbb{Z}_{>0}$, there exists a map $F_n : N_n \to I_n$ such that
\begin{equation}
F_n \circ \varphi_n = f_n \text{ and } F_n (u_i) = v_i \text{ for every } i = 1, 2, \ldots, l.
\end{equation}
Let $\mathcal{F}_n^l$ denote the set of all $U(g_n^l)$-module homomorphisms $F_n$ that obey (9.24). We proceed as before. Take $V_n^{l+1} \subseteq \mathbb{K} \times I_n^{l+1}$ to be the $\mathbb{K}$-span of all vectors of the form $(1, F_n (u_{l+1}))$. Then,
\begin{equation}
V_1^{l+1} \supseteq V_2^{l+1} \supseteq \ldots,
\end{equation}
so that
\begin{equation}
V^{l+1} := V_{n+1}^{l+1} = V_{n+1}^{l+1} = \ldots
\end{equation}
for some positive integer $n_l$. Then, $V^{l+1}$ is nonzero and contains $(1, F_{n_{l+1}} (u_{l+1}))$ for some $F_{n_{l+1}} (u_{l+1})$. Then, we set $v_{l+1}$ to be $F_{n_{l+1}} (u_{l+1})$. As before, using the fact that $\mathcal{F}_n^{l+1}$ is closed under unit linear combinations, we conclude that, for every positive integer $n$, there exists $F_n \in \mathcal{F}_n^{l+1}$ for which $F_n (u_i) = v_i$ for $i = 1, 2, \ldots, l + 1$.

With known values of $v_1, v_2, \ldots$, we can define $F : N \to I$ via extending the conditions
\begin{equation}
F (u_i) = v_i \text{ for every } i = 1, 2, \ldots.
\end{equation}
This gives a well defined map as $u_1, u_2, \ldots$ generate $N$. By the construction, $F \circ \varphi = f$, so that $I$ is injective.

Q.E.D.
Theorem 9.9. Let $\lambda \in \mathfrak{b}^*$ be almost dominant. Then, there exists an injective hull $\mathfrak{I}(\lambda)$ of the simple module $\mathcal{L}(\lambda)$. In particular, if $\lambda$ is dominant, then $\mathfrak{I}(\lambda) = \mathcal{V}(\lambda)$.

Proof: For each positive integer $n$, we write $\mathcal{L}_n(\lambda)$ for the simple module in $O_{\mathfrak{b}'_n}^{\mathfrak{g}'}$ with highest weight $\lambda \in \mathfrak{b}^*$ as in the proof of Proposition 8.2, and denote by $\mathfrak{I}_n(\lambda)$ its injective hull $\mathfrak{I}(\lambda; g'_n, b'_n, h)$ in $O_{\mathfrak{b}'_n}^{\mathfrak{g}'}$. Similarly, $\mathcal{M}_n(\lambda)$ and $\mathcal{V}_n(\lambda)$ are, respectively, the Verma module $\mathcal{M}(\lambda; g'_n, b'_n, h)$ and the co-Verma module $\mathcal{V}(\lambda; g'_n, b'_n, h)$ in $O_{\mathfrak{b}'_n}^{\mathfrak{g}'}$ with highest weight $\lambda$.

We have $\text{ch} \left( \mathfrak{I}_n(\lambda) \right) = \sum_{\mu \geq \lambda_n} \left\{ \mathfrak{I}_n(\lambda) : \mathcal{V}_n(\mu) \right\} \cdot \text{ch} \left( \mathcal{V}_n(\mu) \right).$ (9.28)

Using BGG Reciprocity, we have

$$\left\{ \mathfrak{I}_n(\lambda) : \mathcal{V}_n(\mu) \right\} = \left[ \mathcal{M}_n(\mu) : \mathcal{L}_n(\lambda) \right].$$ (9.29)

For each $\mu \geq \lambda$, there exists $n_\mu \in \mathbb{Z}_{>0}$ (due to Proposition 8.11) such that, for all $n \geq n_\mu$, we have

$$\left[ \mathcal{M}(\mu), \mathcal{L}(\lambda) \right] = \left[ \mathcal{M}_n(\mu) : \mathcal{L}_n(\lambda) \right].$$ (9.30)

Because $\lambda$ is almost dominant, there are finitely many $\mu \geq \lambda$ with $\mu \in W \cdot \lambda$. Furthermore, the multiplicity $\left\{ \mathfrak{I}_n(\lambda) : \mathcal{V}_n(\mu) \right\}$ eventually stabilizes at the value $\left[ \mathcal{M}(\mu) : \mathcal{L}(\lambda) \right] < \infty$.

We have a sequence of embeddings

$$\mathcal{L}_n(\lambda) \rightarrow \mathcal{L}_{n+1}(\lambda) \rightarrow \mathfrak{I}_{n+1}(\lambda).$$ (9.31)

By Proposition 9.6, $\text{Res}_{\mathfrak{g}'_n}^{\mathfrak{g}'_{n+1}}(\mathfrak{I}_{n+1}(\lambda))$ is injective in $O_{\mathfrak{b}'_n}^{\mathfrak{g}'}$. Since $\mathfrak{I}_n(\lambda)$ is the injective hull of $\mathcal{L}_n(\lambda)$ in $O_{\mathfrak{b}'_n}^{\mathfrak{g}'}$, there exists an embedding $\mathfrak{I}_n(\lambda) \rightarrow \mathfrak{I}_{n+1}(\lambda)$.

From the work above, we conclude that every weight space of

$$\mathfrak{I}(\lambda) := \lim_{\longrightarrow} \mathfrak{I}_n(\lambda)$$ (9.32)

is finite-dimensional. This means $\mathfrak{I}(\lambda) \in \mathcal{O}$, whence $\mathfrak{I}(\lambda)$ injective by the previous proposition. In particular, if $\lambda$ is already dominant, then $\mathfrak{I}_n(\lambda) = \mathcal{V}_n(\lambda)$ for every $n$. Since the direct limit of $\mathcal{V}_n(\lambda)$ is just $\mathcal{V}(\lambda)$, the claim follows. \hfill Q.E.D.

Theorem 9.10. For a fixed $\lambda \in \mathfrak{b}^*$ and $\mu \preceq \lambda$, $\mathcal{L}(\mu)$ has an injective hull in $\mathcal{O}^{\preceq \lambda}$. 
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Proof: The proof is similar to that of Theorem 9.8. We only need to show that the direct limit

\[ \mathfrak{J}^{\leq \lambda}(\mu) := \lim_{\rightarrow n} \tau_{\leq \lambda} \mathfrak{J}_n(\mu) \]  

(9.33)

is in \( \bar{\mathcal{O}}^{\leq \lambda} \), where \( \tau_{\leq \lambda} \) also denotes the truncation functor in \( \mathcal{O}_{b'_n}^{b'_n} \) with upper bound \( \lambda \in \mathfrak{h}^* \). To this end, we need to verify that \( \mathfrak{J}^{\leq \lambda}(\mu) \) has finite-dimensional weight spaces.

We say that two formal characters \( \xi \) and \( \zeta \) satisfies \( \xi \leq \zeta \) if all coefficients of \( e^\lambda \) in \( \zeta - \xi \) are nonnegative integers. By studying the formal character of \( \tau_{\leq \lambda} \mathfrak{J}_n(\mu) \), it is easy to see that

\[ \text{ch} \left( \tau_{\leq \lambda} \mathfrak{J}_n(\mu) \right) \leq \sum_{\nu \in [\mu, \lambda]} \left\{ \mathfrak{J}_n(\mu) : \mathfrak{V}_n(\nu) \right\} \text{ch} \left( \mathfrak{V}_n(\nu) \right) \]

\[ = \sum_{\nu \in [\mu, \lambda]} \left[ \mathfrak{V}_n(\nu) : \mathfrak{L}_n(\mu) \right\} \text{ch} \left( \mathfrak{V}_n(\nu) \right). \]  

(9.34)

The right-hand side of (9.34) is bounded as \( n \to \infty \). Therefore, the direct limit \( \mathfrak{J}^{\leq \lambda}(\mu) \) is indeed an object in \( \bar{\mathcal{O}}^{\leq \lambda} \).

Since each \( \mathfrak{J}_n(\mu) \) is an essential extension of \( \mathfrak{L}_n(\mu) \) in \( \mathcal{O}_{b'_n}^{b'_n} \), the truncation \( \tau_{\leq \lambda} \mathfrak{J}_n(\mu) \) is also an essential extension of \( \mathfrak{L}_n(\mu) \) in \( \left( \mathcal{O}_{b'_n}^{b'_n} \right)^{\leq \lambda} \). Thus, \( \mathfrak{J}^{\leq \lambda}(\mu) \) is indeed the injective hull of \( \mathfrak{J}(\mu) \) in \( \bar{\mathcal{O}}^{\leq \lambda} \).

Since we have introduced the notion of dominant weights, we can also discuss integrable modules in \( \bar{\mathcal{O}} \). All integrable modules of \( \bar{\mathcal{O}} \) are classified in Theorem 9.12, which is easy to prove.

Definition 9.11. Let \( R \) be an associative \( \mathbb{K} \)-algebra. A left \( R \)-module \( M \) is integrable if, for every finitely generated subalgebra \( S \) of \( R \) and for any \( m \in M \), \( S \cdot m \) is a finite-dimensional vector space.

Theorem 9.12. A module \( M \in \bar{\mathcal{O}} \) is integrable if and only if it is a direct sum of simple modules \( \mathfrak{L}(\lambda) \), where each \( \lambda \) is an integral dominant weight.
9.3 BGG Reciprocity

The theorem below is stated and proven in [8, Theorem 3.5(a)]. Corollaries 9.14 and 9.15 are immediate consequences of this theorem and the fact that both $\mathfrak{O}_{bn}^n$ and $\mathfrak{O}_{bn}^n$ are highest-weight categories. Corollary 9.16 follows from Corollary 9.14 and Theorem 5.5.

**Theorem 9.13.** Let $\mathcal{C}$ be a highest-weight category with notations as in Definition 5.4. For $\lambda \in \mathcal{P}$, let $\mathcal{C}^{\leq \lambda}$ be the full subcategory of $\mathcal{C}$ consisting of objects each whose composition factors $S(\mu)$ satisfies $\mu \leq \lambda$. We define the truncation functor

$$T_{\leq \lambda}X := \sum_{Y \subseteq X \atop Y \in \mathcal{C}^{\leq \lambda}} Y.$$  \hfill{(9.35)}

Then, $\mathcal{C}^{\leq \lambda}$ is also a highest-weight category with respect to the locally finite partially ordered set $\mathcal{P}^{\leq \lambda} := \{\mu \in \mathcal{P} \mid \mu \leq \lambda\}$, the family $\{S(\mu)\}_{\mu \leq \lambda}$ of simple objects, the family $\{A(\mu)\}_{\mu \leq \lambda}$ of co-standard objects, and the family $\{T_{\leq \lambda}I(\mu)\}_{\mu \leq \lambda}$. The family $\{V(\mu)\}_{\mu \leq \lambda}$ consists of all standard objects of $\mathcal{C}^{\leq \lambda}$.

**Corollary 9.14.** Let $\lambda_n \in \mathfrak{b}_{bn}^+$. The category $(\mathfrak{O}_{bn}^n)^{\leq \lambda_n}$ is a highest-weight category with respect to the partially ordered set $\{\mu_n \in \mathfrak{b}_{bn}^+ \mid \mu_n \leq \lambda_n\}$, the family $\{\mathfrak{C}(\mu_n)\}_{\mu_n \leq \lambda_n}$ of simple objects, the family $\{\mathfrak{V}(\mu_n)\}_{\mu_n \leq \lambda_n}$ of co-standard objects, and the family $\{T_{\leq \lambda_n}\mathfrak{I}(\mu_n)\}_{\mu_n \leq \lambda_n}$ of injective objects. In addition, $\{\mathfrak{M}(\mu_n)\}_{\mu_n \leq \lambda_n}$ is the family of standard objects.

**Corollary 9.15.** Let $\lambda_n \in \mathfrak{b}_{bn}^+$. The category $(\mathfrak{O}_{bn}^n)^{\leq \lambda_n}$ is a highest-weight category, also with respect to the partially ordered set $\{\mu_n \in \mathfrak{b}_{bn}^+ \mid \mu_n \leq \lambda_n\}$, the family $\{\mathfrak{C}(\mu_n)\}_{\mu_n \leq \lambda_n}$ of simple objects, the family $\{\mathfrak{V}(\mu_n)\}_{\mu_n \leq \lambda_n}$ of co-standard objects, and the family $\{T_{\leq \lambda_n}\mathfrak{I}(\mu_n)\}_{\mu_n \leq \lambda_n}$ of injective objects. Furthermore, $\{\mathfrak{M}(\mu_n)\}_{\mu_n \leq \lambda_n}$ is the family of standard objects.
Corollary 9.16. For every \( \lambda_n, \mu_n, \nu_n \in h^*_n \) with \( \mu_n, \nu_n \preceq \lambda_n \), we have BGG reciprocity

\[
\left\{ \tau \leq \lambda_n \mathfrak{p} (\mu_n) : \mathfrak{m} (\nu_n) \right\} = \left\{ \tau \leq \lambda_n \mathfrak{J} (\mu_n) : \mathfrak{p} (\nu_n) \right\} = \left[ \mathfrak{m} (\nu_n) : \mathfrak{L} (\mu_n) \right] = \left[ \mathfrak{p} (\nu_n) : \mathfrak{L} (\mu_n) \right]. \tag{9.36}
\]

Remark 9.17. As in the previous subsection, we write \( g'_n \) and \( b'_n \) for \( h + g_n \) and \( h + b_n \), respectively. It is important to note that Corollary 9.14, Corollary 9.16, and Corollary 9.15 hold for \( g'_n \) and \( b'_n \) as well (with proper modifications such as replacing \( L_n (\mu_n) \) by \( L_n (\mu) \), where \( L_n (\mu) \) is defined in the proof of Theorem 9.9).

Next, we study the category \( (\bar{O}_h)_{\preceq \lambda} \) for a fixed \( \lambda \in h^* \). To do so, we first note that every object \( M \) of \( (\bar{O}_h)_{\preceq \lambda} \) is countable-dimensional. Therefore, \( M \) can be generated by countably many weight vectors \( v_1, v_2, \ldots \). We set

\[
M_n := \sum_{i=1}^{k} U (g'_n) \cdot v_i. \tag{9.37}
\]

The injective hull of \( M_n \) in \( (O_{h'_n})_{\preceq \lambda} \) is denoted by \( I_n \).

Since we have a \( g'_n \)-module embedding \( M_n \to M_{n+1} \) and \( I_{n+1} \) is injective as an object of \( (O_{h'_n})_{\preceq \lambda} \), there exists a \( g'_n \)-module embedding \( I_n \to I_{n+1} \). The question is now whether the direct limit \( I := \lim \frac{I_n}{I_{n+1}} \) is in \( (\bar{O}_h)_{\preceq \lambda} \); that is, we need to check whether the weight spaces of \( I \) are finite dimensional.

Let \( \mu \in h^* \) be such that \( \mu \preceq \lambda \). We want to find \( \text{dim}_K(I^\mu) \). To do this, we find a bound on \( \text{dim}_K(I^\mu_n) \). There are at most \( \text{dim}_K(M^\mu) \) indecomposable direct summands of \( I_n \) having \( \mu \) as a weight. We focus on one of such indecomposable direct summands. It is of the form \( \tau \leq \lambda \mathfrak{J}_n (\xi) \) for some \( \xi \preceq \mu \) (here, the \( g'_n \)-module \( \mathfrak{J}_n (\xi) \)), as well as \( \mathfrak{V}_n (\nu) \), is as defined in the proof of Theorem 9.9).

The contribution to the weight space with weight \( \mu \) of \( \tau \leq \lambda \mathfrak{J}_n (\xi) \) can only come from its co-Verma subquotients \( \mathfrak{V}_n (\nu) \) with \( \mu \preceq \nu \preceq \lambda \). Thus, we have an upper bound

\[
\text{dim}_K(I^\mu) \leq \sum_{\xi} \sum_{\nu \in [\mu, \lambda]} \left\{ \tau \leq \lambda \mathfrak{J}_n (\xi) : \mathfrak{V}_n (\nu) \right\} \text{dim}_K(\mathfrak{V}_n (\nu)^\mu), \tag{9.38}
\]
where $\xi$ runs over possible weights such that $r_{\leq \lambda} \mathfrak{J}(\xi)$ is an indecomposable direct summand of $I_n$ with $\mu$ as a weight, and $[\mu, \lambda]$ denotes the set $\{\nu \in \mathfrak{h}^* | \mu \preceq \nu \leq \lambda\}$. By the BGG reciprocity, we have

$$
\dim_{\mathbb{K}}(I_{\mu}^n) \leq \sum_{\xi} \sum_{\nu \in [\mu, \lambda]} \left[ \mathfrak{M}_n(\nu) : \mathfrak{L}_n(\xi) \right] \dim_{\mathbb{K}}(\mathfrak{M}_n(\nu)^\mu)
\leq \dim_{\mathbb{K}}(M^\mu) \sum_{\nu \in [\mu, \lambda]} A_n(\nu) \dim_{\mathbb{K}}(\mathfrak{M}(\nu)^\mu),
$$
(9.39)

where $A_n(\nu)$ is the maximum possible value of $\left[ \mathfrak{M}_n(\nu) : \mathfrak{L}_n(\xi) \right]$ with $\xi \preceq \mu$.

We are now ready to prove the proposition below.

**Proposition 9.18.** If $\lambda$ is an almost antidominant weight, then the truncated category $(\tilde{O}_b^\mathfrak{g})_{\leq \lambda}^n$ has enough injectives (and so, $(\tilde{O}_b^\mathfrak{g})_{\leq \lambda}^n$ has enough projectives as well).

**Proof:** If $\lambda$ is almost antidominant, then $\mu$ is also almost antidominant. Therefore, there are finitely many weights $\xi \in \mathfrak{h}^*$ such that $\xi \preceq \mu$. Thus, if $A$ denotes the maximum of $\left[ \mathfrak{M}(\nu) : \mathfrak{L}(\xi) \right]$ with $\xi \preceq \mu$ and $\nu \in [\mu, \lambda]$, we have from (9.39) that

$$
\dim_{\mathbb{K}}(I_{\mu}^\lambda(n)) \leq \dim_{\mathbb{K}}(M^\mu) \sum_{\nu \in [\mu, \lambda]} A_n(\nu) \dim_{\mathbb{K}}(\mathfrak{M}(\nu)^\mu)
\leq A \dim_{\mathbb{K}}(M^\mu) \sum_{\nu \in [\mu, \lambda]} \dim_{\mathbb{K}}(\mathfrak{M}(\nu)^\mu) < \infty,
$$
(9.40)

whenever $n$ is large enough. Ergo, there exists a universal bound for the dimension of the weight space $I_{\mu}^\lambda(n)$ for all (sufficiently large) $n$. That is, $\dim_{\mathbb{K}}(I_{\mu}^n) < \infty$ and the claims follows immediately. Q.E.D.

Now, we want to show that, for any $\lambda \in \mathfrak{h}^*$ and $\mu \preceq \lambda$, the injective hull $\mathfrak{J}_{\leq \lambda}(\mu)$ has a co-standard filtration. We recall from the finite-dimensional theory and Remark 9.17 that there exists a co-Verma filtration

$$
0 = F_n^0 \subseteq F_n^1 \subseteq \cdots \subseteq F_n^{t_n-1} \subseteq F_n^{t_n} = \mathfrak{J}_{\leq \lambda}(\mu),
$$
(9.41)

where $\mathfrak{J}_{\leq \lambda}(\mu)$ denotes the $g'_n$-module $r_{\leq \lambda} \mathfrak{J}_n(\mu)$. Since the highest weights of $F_n^i/F_n^{i-1}$ are in the interval $[\mu, \lambda]$, we have by BGG reciprocity that

$$
t_n \leq \sum_{\nu \in [\mu, \lambda]} \left[ \mathfrak{M}_n(\nu) : \mathfrak{L}_n(\mu) \right] = \sum_{\nu \in [\mu, \lambda]} \left[ \mathfrak{M}(\nu) : \mathfrak{L}(\mu) \right] < \infty
$$
(9.42)
for sufficiently large \( n \). Thus, there exists a sequence \( (n_k)_{k=1}^{\infty} \) of positive integers such that
\[
n_1 < n_2 < n_3 \ldots
\] (9.43)
and
\[
t := t_{n_1} = t_{n_2} = t_{n_3} = \ldots
\] (9.44)
Furthermore, as there are only finitely many weights \( \nu \in W[\lambda] \cdot \lambda \) with \( \mu \preceq \nu \preceq \lambda \), we may assume without loss of generality (due to the Pigeonhole Principle) that the highest weight \( \xi_{nk}[i] \) of \( F_{nk+1}^i / F_{nk+1}^{i-1} \) is the same as the highest weight of \( F_{nk}^i / F_{nk}^{i-1} \) for every \( i \) and \( k \). Denote by \( \xi[i] \in \mathfrak{h}^* \) the common weight \( \xi_{n_1}[i], \xi_{n_2}[i], \xi_{n_3}[i], \ldots \). We need the following lemma.

**Lemma 9.19.** Let \( m, n \in \mathbb{Z}_{\geq 0} \) be such that \( m \leq n \). The Verma module \( \mathfrak{M}_m(\lambda) \) is a direct summand of the Verma module \( \mathfrak{M}_n(\lambda) \), viewed as a \( \mathfrak{g}'_m \)-module. Consequently, the co-Verma module \( \mathfrak{V}_m(\lambda) \) is also a direct summand of the co-Verma module \( \mathfrak{V}_n(\lambda) \), viewed as a \( \mathfrak{g}'_m \)-module.

**Proof:** Let \( v \) be a highest-weight vector of \( \mathfrak{M}_n(\lambda) \). Let
\[
\{x_{\pm \alpha} \mid \alpha \in \Delta^+\} \cup \{h_\beta \mid \beta \in \Sigma^+\}
\] (9.45)
be a Chevalley basis of \( \mathfrak{g} \). Then,
\[
\text{Res}_{\mathfrak{b}'_m}^{\mathfrak{b}'_n} \mathfrak{M}_n(\lambda) = \mathfrak{U}(\mathfrak{g}'_n) \cdot v = \left( \mathfrak{U}(\mathfrak{g}'_m) \cdot v \right) \oplus \left( \sum_\alpha \mathfrak{U}(\mathfrak{g}'_n) \cdot (x_{-\alpha} \cdot v) \right),
\] (9.46)
where \( \alpha \) runs over \( \mathfrak{b}'_n \)-positive roots of \( \mathfrak{g}'_n \) which are not roots of \( \mathfrak{g}'_m \), is a direct sum decomposition of \( \mathfrak{M}_n(\lambda) \) as a \( \mathfrak{g}'_m \)-module with a direct summand
\[
\mathfrak{U}(\mathfrak{g}'_m) \cdot v \cong \mathfrak{M}_m(\lambda).
\] (9.47)
To prove the co-Verma version, we only need to apply the duality functor. \( \text{Q.E.D.} \)

Clearly, \( F_{nk}^1 \) is a co-Verma submodule of \( I_k := \mathfrak{J}^\lambda_{\mathfrak{b}'_k}(\mu) \) containing the socle of \( I_k \). By the lemma below, each \( F_{nk}^1 \) is unique as it contains the simple module
\[
\mathfrak{U}(\mathfrak{g}_{nk}) \cdot v[1] \cong \mathfrak{L}(\xi[1]),
\] (9.48)
where \( v[1] \) is a singular vector of the socle of \( \mathfrak{J}^\lambda(\mu) \). Then, using Lemma 9.19, we have a embeddings \( F_{nk}^1 \to F_{nk+1}^1 \), whose direct limit is simply the co-Verma module
\[
F^1 \cong \mathfrak{V}(\xi[1]),
\] (9.49)
where \( \xi[1] \) is clearly equal to \( \mu \).
Lemma 9.20. Let $n \in \mathbb{Z}_{>0}$ and $M_n \in \mathcal{O}^b_{y_n}$. Suppose that a simple module $L_n \in \mathcal{O}^b_{y_n}$ is a submodule of $M_n$. Then, $M_n$ has at most one co-Verma submodule $V_n$ such that $L_n \subseteq V_n \subseteq M_n$.

**Proof:** Suppose that $M$ has two co-Verma submodules $V_n$ and $V'_n$ with $L_n \subseteq V_n$ and $L_n \subseteq V'_n$. Take

$$N_n := V_n + V'_n.$$  \hfill (9.50)

Then, $N_n$ is indecomposable (as $V_n$ and $V'_n$ are both indecomposable with $V_n \cap V'_n \supseteq L_n \supseteq 0$). Hence, we have an exact sequence

$$0 \to V_n \to N_n \to N_n/V_n \to 0.$$  \hfill (9.51)

By dualizing the exact sequence above, we have

$$0 \to (N_n/V_n)^\vee \to N_n^\vee \to V_n^\vee \to 0.$$  \hfill (9.52)

By Proposition 8.15, we see that this exact sequence must split. As $N_n^\vee$ is indecomposable, we conclude that $V_n^\vee = 0$ or $(N_n/V_n)^\vee = 0$. Since $V_n \neq 0$, we must have $N_n/V_n = 0$, which leads to $V'_n = V_n$. Q.E.D.

Suppose now that, for some positive integer $l < t$, the submodules $0 = F^0, F^1, F^2, \ldots, F^l$ of $\mathcal{O}^{g, \lambda}(\mu)$ have been determined with the property that $F^i$ is the direct limit $\lim_{\to} F^i_{nk}$, where the $g_{nk}'$-modules $F^i_{nk}$ are submodules of $I_k$ satisfying the following properties:

(i) $0 = F^0_{nk} \subsetneq F^1_{nk} \subsetneq \ldots \subsetneq F^l_{nk} \subsetneq I_k$,

(ii) $F^i_{nk}/F^{i-1}_{nk} \cong \mathcal{V}(\xi[i])$ for every $i = 1, 2, \ldots, l$.

Then, we proceed by looking at the quotient $I_k/F^l_{nk}$. Identify each $u + F^l_{nk} \in I_k/F^l_{nk}$ as an element of $I/F^l$ via

$$u + F^l_{nk} \mapsto u + F^l \in I/F^l$$ \hfill (9.53)

(making $I_k/F^l_{nk}$ a $g_{nk}'$-submodule of $I/F^l$). We have an embedding

$$\mathcal{V}(\xi[l+1]) \to I_k/F^l_{nk}$$ \hfill (9.54)

for each $k$. Let $V^l_{k+1}$ be the $\mathbb{K}$-span of all vectors $v \in I_k/F^l_{nk} \subseteq I/F^l$ such that $v$ is the image of a singular vector under an embedding $\mathcal{V}(\xi[l+1]) \to I_k/F^l_{nk}$. Hence, $V^l_{k+1}$ is a nonzero
subspace of \((I/F^l)^{\xi[l+1]}\) and \(V_k^{l+1} \supseteq V_{k+1}^{l+1}\) for every \(k\). Because

\[
\dim_K \left(V_k^{l+1}\right) \leq \dim_K \left((I/F^l)^{\xi[l+1]}\right) < \infty ,
\] (9.55)

there exists

\[
v[l + 1] + F^l \in \bigcap_{k \in \mathbb{Z}_{>0}} V_k^{l+1}
\] (9.56)

which is a nonzero element of \((I/F^l)^{\xi[l+1]}\).

Now, by Lemma 9.20, we can show that there is a unique co-Verma submodule \(\bar{F}_{n_{k}}^{l+1}\) of \(I_k/F^l_{n_k}\) containing the simple submodule

\[
\mathcal{U} \left( \mathfrak{g}'_{n_k} \right) \cdot (v[l + 1] + F^l) .
\] (9.57)

Then, the direct limit \(\bar{F}^{l+1}\) of \(\bar{F}_{n_{k}}^{l+1}\) must be a co-Verma module of highest weight \(\xi[l + 1]\).

Let \(F^{l+1}\) be the preimage of \(\bar{F}_{n_{k}}^{l+1}\) under the quotient map \(I \to I/F^l\). Then, by induction, we have found a filtration

\[
0 = F^0 \subsetneq F^1 \subsetneq F^2 \subsetneq \ldots \subsetneq F^{d-1} \subsetneq F^d = \mathfrak{J}^{<\lambda}(\mu)
\] (9.58)

of \(\mathfrak{J}^{<\lambda}(\mu)\) such that each successive quotient \(F^l/F^{l-1}\) is isomorphic to the co-Verma module \(\mathfrak{V}(\xi[l])\). It can be easily seen that the number of times a co-Verma module \(\mathfrak{V}(\nu)\) appears as a successive quotient \(F^l/F^{l-1}\) in (9.58) is independent on the choice of the co-Verma filtration. We use the notation \(\mathcal{J}^{<\lambda}(\mu) : \mathfrak{V}(\nu)\) for the number of times that \(\mathfrak{V}(\nu)\) appears as a successive quotient in (9.58).

Let \(\mathfrak{V}^{\leq\lambda}(\mu)\) denote \(\mathfrak{V}^{\leq\lambda}(\mathfrak{J}(\mu))\). Then, by applying duality on the co-Verma filtration (9.58), \(\mathfrak{V}^{\leq\lambda}(\mu)\) has a Verma filtration

\[
0 = T^0 \subsetneq T^1 \subsetneq T^2 \subsetneq \ldots \subsetneq T^{d-1} \subsetneq T^d = \mathfrak{V}^{\leq\lambda}(\mu),
\] (9.59)

where each successive quotient \(T^l/T^{l-1}\) is isomorphic to the Verma module \(\mathfrak{M}(\xi[t + 1 - l])\). In particular,

\[
T^l/T^{l-1} \cong \mathfrak{M}(\mu).
\] (9.60)

The number of times that \(\mathfrak{M}(\nu)\) appears as a successive quotient \(T^l/T^{l-1}\) in (9.59) is also well defined, and is denoted by \(\mathcal{V}^{\leq\lambda}(\mu) : \mathfrak{M}(\nu)\).
Proposition 9.21. For every $\lambda, \mu \in \mathfrak{h}^*$ with $\mu \leq \lambda$, the injective object $\mathfrak{I}^{\leq \lambda}(\mu)$ has a finite co-standard filtration as in the definition of highest-weight categories (Definition 5.4). Furthermore, we have BGG reciprocity:

$$\left\{ \mathfrak{P}^{\leq \lambda}(\mu) : \mathfrak{M}(\nu) \right\} = \left\{ \mathfrak{J}^{\leq \lambda}(\mu) : \mathfrak{V}(\nu) \right\} = \left[ \mathfrak{M}(\nu) : \mathfrak{L}(\mu) \right] = \left[ \mathfrak{V}(\nu) : \mathfrak{L}(\mu) \right], \quad (9.61)$$

for all $\nu \in [\mu, \lambda]$.

Finally, we note that, if $\lambda$ is not almost antidominant, then $\mathfrak{M}(\lambda)$ is of infinite length and cannot be written as a union of subobjects of finite length. This is because every submodule $M$ of $\mathfrak{M}(\lambda)$ has a singular vector $v \neq 0$. The submodule $N$ of $M$ generated by $v$ is then a Verma module with highest weight $\mu \leq \lambda$, which is not almost antidominant. Ergo, $N$ is of infinite length, and so is $M$. Thus, $\mathfrak{M}(\lambda)$ has no submodules of finite length. In particular, this implies that $\mathfrak{M}(\lambda)$ has trivial socle.

The argument above shows that $(\bar{\mathfrak{O}}_{\mathfrak{g}})^{\leq \lambda}$ is not locally artinian, whence this category does not satisfy the condition (i) of Definition 5.4). That is, $(\bar{\mathfrak{O}}_{\mathfrak{g}})^{\leq \lambda}$ is not a highest-weight category. Combining this observation with the fact that $(\bar{\mathfrak{O}}_{\mathfrak{g}})^{\leq \lambda}$ has enough injectives when $\lambda$ is almost antidominant, we conclude the following theorem.

Theorem 9.22. The category $(\bar{\mathfrak{O}}_{\mathfrak{g}})^{\leq \lambda}$ is a highest-weight category with respect to the partially ordered set $\{ \mu \in \mathfrak{h}^* | \mu \leq \lambda \}$, the family $\{ \mathfrak{L}(\mu) \}_{\mu \leq \lambda}$ of simple objects, the family $\{ \mathfrak{V}(\mu) \}_{\mu \leq \lambda}$ of co-standard objects, and the family $\{ \mathfrak{J}^{\leq \lambda}(\mu) \}_{\mu \leq \lambda}$ of injective objects if and only if $\lambda$ is an almost antidominant weight. In the case where $\lambda$ is almost antidominant, $\{ \mathfrak{M}(\mu) \}_{\mu \leq \lambda}$ is the family of standard objects of the highest-weight category $(\bar{\mathfrak{O}}_{\mathfrak{g}})^{\leq \lambda}$.

Open Question 9.23. For a weight $\lambda \in \mathfrak{h}^*$ which is not almost antidominant, does the category $(\bar{\mathfrak{O}}_{\mathfrak{g}})^{\leq \lambda}$ have enough injectives?
Definition 9.24. Let \( \mathcal{C} \) be an abelian category with an abelian subcategory \( \tilde{\mathcal{C}} \). An object \( I \in \mathcal{C} \) is injective relative to \( \tilde{\mathcal{C}} \) if, for any two objects \( X, Y \in \tilde{\mathcal{C}} \) and any monomorphism \( f \in \text{Hom}_{\tilde{\mathcal{C}}}(X, Y) \), every morphism \( g \in \text{Hom}_{\mathcal{C}}(X, I) \) factors through \( f \), i.e., there exists \( \varphi \in \text{Hom}_{\mathcal{C}}(Y, I) \) such that

\[
g = \varphi \circ f.
\]  

(9.62)

Theorem 9.25. Let \( R \) be a ring. Suppose that \( \mathcal{C} \) and \( \tilde{\mathcal{C}} \) are abelian subcategories of the category of left \( R \)-modules with \( \tilde{\mathcal{C}} \) being a subcategory of \( \mathcal{C} \). If \( M \in \tilde{\mathcal{C}} \) has an injective hull \( I \) in \( \tilde{\mathcal{C}} \), then for each object \( J \in \mathcal{C} \) which is injective relative to \( \tilde{\mathcal{C}} \), any embedding \( \iota \in \text{Hom}_{\mathcal{C}}(M, J) \) induces an embedding \( \varphi \in \text{Hom}_{\mathcal{C}}(I, J) \).

**Proof:** We have an exact sequence \( 0 \to M \to I \) of objects and morphisms in \( \tilde{\mathcal{C}} \) and a homomorphism \( \iota \in \text{Hom}_{\mathcal{C}}(M, J) \). As \( J \) is injective relative to \( \tilde{\mathcal{C}} \), there exists a map \( \varphi \in \text{Hom}_{\mathcal{C}}(I, J) \) such that the diagram below commutes:

\[
\begin{array}{ccc}
0 & \longrightarrow & M & \longrightarrow & I \\
& & \downarrow \iota & & \downarrow \varphi \\
& & J & \leftarrow & I \\
\end{array}
\]  

(9.63)

We claim that \( \varphi : I \to J \) is an embedding.

Let \( K := \ker(\varphi) \). Since \( \varphi|_M = \iota \) due to commutativity of (9.63) and \( \iota \) is an embedding, we must have

\[
K \cap M = \ker(\varphi|_M) = \ker(\iota) = 0.
\]  

(9.64)

Because \( I \) is an essential extension of \( M \), the condition \( K \cap M = 0 \) implies that \( K = 0 \). Therefore, \( \varphi \) is injective.

Q.E.D.

Theorem 9.26. For \( \lambda \in \mathfrak{h}^* \), the simple module \( \mathfrak{L}(\lambda) \) has an injective hull and a projective cover in \( \mathcal{O} \) if and only if \( \lambda \) is almost dominant. In particular, this implies that \( \mathcal{O} \) does not have enough injectives, and therefore, \( \mathcal{O} \) is not a highest-weight category.

**Proof:** If \( \lambda \) is almost dominant, then Theorem 9.9 shows that \( \mathfrak{L}(\lambda) \) has an injective hull in \( \mathcal{O} \), and by duality, it has also a projective cover. To prove the converse, we suppose on the contrary that \( \lambda \) is not almost dominant but \( \mathfrak{L}(\lambda) \) has an injective hull \( I \) in \( \mathcal{O} \).
As $\lambda$ is not almost dominant, there exists a sequence of weights $(\lambda_i)_{i=0}^{\infty}$ with $\lambda_i \in W[\lambda] \cdot \lambda$ and
\[
\lambda = \lambda_0 < \lambda_1 < \lambda_2 < \ldots .
\] (9.65)

For simplicity, let $I_i$ denote $\mathcal{I}^{\lambda_i} (\lambda)$ for $i = 0, 1, 2, \ldots$. It is clear that $I$ is injective relative to $\tilde{O}^{\leq \lambda_i}$ for each $i$. By Theorem 9.25, there exists an embedding of $I_i$ into $I$.

Now, using Proposition 9.21, we know that each $I_i$ has a co-Verma filtration
\[
\mathcal{V}(\lambda) = F_i[0] \subset F_i[1] \subset \ldots \subset F_i[k_i] = I_i .
\] (9.66)

Furthermore, as $I_i \subset I_{i+1}$, we have
\[
k_0 < k_1 < k_2 < \ldots .
\] (9.67)

For every $j = 1, 2, \ldots, k_i$, the successive quotient $F_i[j]/F_i[j - 1]$ is isomorphic to the co-Verma module $\mathcal{V}(\mu_i[j])$ for some $\mu_i[j] \in W[\lambda] \cdot \lambda$ with $\mu_j \geq \lambda$. This implies
\[
\dim_{\mathbb{K}} \left( \left( F_i[j]/F_i[j - 1] \right)^{\lambda} \right) \geq 1 .
\] (9.68)

Ergo,
\[
\dim_{\mathbb{K}} \left( \left( F_i[j]/F_i[j - 1] \right)^{\lambda} \right) \geq \sum_{j=1}^{k_i} \dim_{\mathbb{K}} \left( \left( F_i[j]/F_i[j - 1] \right)^{\lambda} \right) \geq k_i
\] (9.69)

for every $i = 0, 1, 2, \ldots$. As $\lim_{i \to \infty} k_i = \infty$, we conclude that
\[
\dim \left( I^{\lambda} \right) = \infty,
\] (9.70)

which is absurd. Hence, $\mathcal{L}(\lambda)$ does not have an injective hull in $\tilde{O}$.

Using duality, we also conclude that $\mathcal{L}(\lambda)$ does not have a projective cover in $\tilde{O}$. The theorem follows.

\textbf{Q.E.D.}

\textbf{Remark 9.27.} The theorem above also shows that, if $\lambda$ is not almost dominant, then $\mathcal{L}(\lambda)$ cannot be embedded into any injective object of $\tilde{O}$. In this case, there does not exist a projective object $P \in \tilde{O}$ along with an surjective g-module homomorphism $P \to \mathcal{L}(\lambda)$.  
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**Example 9.28.** When $\mathfrak{g} := \mathfrak{sl}_\infty$, $\mathfrak{h} := \mathfrak{h}_A$, and $\mathfrak{b} := \mathfrak{b}_{1A}$, the weight

$$\lambda := -2\rho = (0, 2, 4, 6, \ldots)$$

is not almost dominant. Thus, $L(\lambda)$ does not have an injective hull, nor does it have a projective cover.

The theorem above is the reason why we need to truncate the category $\bar{\mathcal{O}}$. With truncation, every simple object has an injective hull and a projective cover, and because of that, a version of BGG reciprocity holds.
10 References


10 REFERENCES


