
 

Last time weintroducednormalmatricesThesearethemenmatrices Jession22

that satisfy AtA AAt Normalmatrices are so nicebecause these dr 292020
are exactly thematrices that canbe diagonalizedwithorthonormal eigenvectors
Whether or not a matrix is normal isveryeasytofindout Wesimplyhavetocheck

it AtA AAt just twomatrixmultiplications

Today we will discuss a fewmore subtypes ofnormalmatrices andwhat we cansay
about their eigenvalues andeigenvectors

A Hermitian or Selfadjointmatrices

Again weallow for uxu matrices Atohavecomplex entries

Inmany applications matriceshavesome symmetryFor examplewedefined theHessian
matrixwithentries

y
This doesnot changeif we interchange iand j Inthegeneral

case we definethe following

Definition An urn matrix Ais called Hermitian or self adjoint if AIA
In components thismeans Aji Aij ti j L in

Similarly one callsmatriceswith At A anti Hermitian or skewHermitian

Note Wecan write anymatrix as A It AtAtl IIA Atl so thesetwo types

ofmatrices are very elementary Hermitiansince antiHermitiansince
IATA4 AAt ft Att CAAtl

If i j theequation AtA tells usthat Aj Aj Thusthediagonalentriesof
a Hermitianmatrix are real



Andnote If AEA thenclearly AtA AA AAt i e every Hermitian
matrix is normal butnotnecessarilytheotherwayaround
alsoeveryantiHermitianmatrix is normal

But wealready showed that if a normalmatrixA haseigenvalueX thenAthas
eigenvalue I thecomplex conjugate If now A At it followsthat 1 5 i e X
wasreal Wefound

Theorem Atleigenvaluesof a Hermitianmatrix are real

Note Exactlythisfactmakes it possible to describethestatisticsof experiments in
quantummechanicswith Hermitianmatrices

For antiHermitianmatricesonecanshowsimilarlythat alleigenvalues arepurelyimaginary
or zero

SinceHermitianmatrices areinparticularnormal theycanbediagonalizedwith
orthonormaleigenvectors Thisimportantresultis calledspectraltheorem

Assimpleexample consider A it At Wefind
detf i i I H il il l 2x I I X X 21 sothetwoeigenvalues are

X Oandy 2 bothreal Eigenvectors foranyye ay to

X 0 Ci i Y it O are the eigenvectors ie

EI IAI span
Whenis I normalized Wewant 1 of Is f I f H 1 241
So forany yea suchthat lyl for thevectorhaslength7 E.g wecouldchoosey fi
Thenthenormalizedeigenvector is a Y itdoesnotmatterwhichchoicewe

makehere



z I I'till IllEl I ix o

Y arethe eigenvectors i.e ExHI span I il
Anormalizedeigenvector is I fi i ie whenyet

Wefind that viii III fi lil fit t.fi lil I f it if O
i 1

so I and I areindeedorthonormal

B RealSymmetricmatrices

If we assumethat allmatrixentries are real thenthecondition AtA frombefore
justbecomes AI A Adagger

ie thematrixdoesnotchangeif weAffauspose
interchangewinsandcolumns

Thisisexactlywhat wehad whenwediscussed theHessian

Definition An urn matrixAis calledsymmetric if AIA

Notes Onecouldalsoconsidercomplexsymmetricmatricesbutusuallyoneis interestedinto

realsymmetricmatrices all entries arereal

As in A we see that for realsymmetricmatrices alleigenvaluesarereal andthey
can be diagonalizedwithorthonormal eigenvectors

let us now combine our knowledgeof eigenvaluesandeigenvectors inparticularforsymmetric
matrices with ourknowledge of theHessian of a function f IR IR



In Chapter2.3 weanswered thequestionof whether a criticalpointof f R IR is

a local maximum or minimum or saddlepoint only for u 2 But now wecananswerthis
questionforany n

Recallthe setting For a function f IR R aTaylor expansion gives
cFfloil I

f l I th l flat t f toil It t Ioftflat5 t Rest withfHflat of
0 at stationary chiHelayhis in the Hessianoff at a
points notationweusedbefore

Weconsider stationarypoints I i.e FfKat 8

We concluded that if chiHflath 0 forall I then I is a localmin
if chiHflath a 0 forall I then I is a local mat
if chiHflath 0 forsomeh and c 0 for others then a is
a saddlepoint

if chiHflath D forsomehi weneedtolookathigherorder
derivatives

Since Aflat is real and symmetric weknow it has a real eigenvalues la Xu
inthis notation someXimightbe thesame and u orthonormaleigenvectors Ii Ju

i e theyformabasis
But thenwecouldjustunitehi in termsof the basisvectors in in

4 c F forsomecoefficients Ci



Hftoilvi X E
d

Thenwe find it HHath chi HehitIIcVi chi CiXi I

j CjVj CiXi ET IciXi cUjitiw
ki it go this out

definition

But Kit is always 20 So theeigenvalues tellus whethertheexpression is
alwayspositive always negative sometimespositivesometimesnegative orsometimeszero

We found

Theorem let f IR IR beofclass d andlet Ff lay 8 forsome a ER
let Xi tu e IR denote the eigenvaluesoftheHessianof f at ai Then

if all his 0 then I is a localmiu
if all Xi co then a is a local Max

if someXi 0 and some tic 0 butnone 01 then a is a saddlepoint
if atleast oneoftheXi 0 thenthistestisinconclusive can beeither wewould

need to considerhigherderivatives

Note Ingeneral matrices Asuchthat cE AE so txt 0 are called positivedefinite
or negativedefinite if c I AE cO th tO Aswe saw above forHermitian or
symmetricmatrices this is the same as all eigenvaluesbeingpositive



Wecould now also recover our resultfor u 2 Inthiscase let us write theHessian as

f f f as we did in Chapter 2.3 InHomework 5 Problem4 wecomputedthat

the twoeigenvalues are X It Ft f xp p

f State rite
Thusi if P g so thenboth hisOand t 0 localmin

thenalso j O

if P g c O and a co thenbothXtcO and t c 0 local max

thenalso f O

if P ay 0 then Xt O X cO saddlepoint

i f p ay then X or X are Zero inconclusive

This is exactlywhatwe foundinChapter2.3

Moreexamples inthe homeworkexercises


