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let us continue our listfromlasttimewith twomoretypesof matrices May4,2020

c Unitarymatrices

Recall thatnormalmatricesA canbediagonalizedwithorthonormal eigenvectors vii viii e

iii his Sii goft Diagonalizationmeans A V AV where
matrixwitheigenvectorsascolumns

thisiscalledKroneckerdelta

A fo with t in the eigenvaluesand k ri I ri l in

at a compute rt wefind it III It

www.artr f iii int
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identitymatrix

VtV I Inthe sameway we find WEI So V V
t

So this is avery special typeof matrix wheretheinverseis just theHermitianadjoint
whichcanbeveryeasily computed

Thismakes thisclass of matrices so interesting that it has a name



Definition An urn matrix 1 possiblywithcomplexentries is called un
taYu aletusalwaystrytocallunitarymatricesU

Important properties ofunitarymatrices U
As we sawabove unitarymatrices areexactly thosethat diagonalizenormalmatricesA
A atAU
They preserve lengths suchmapsarealsocalledisometries

Andtheypreserveangles
I UI l c UI UI s c I I cE Is It cUIavi cxiutuis cx.us

This is infact equivalent to a Utandoftentaken as the definitionofunitary

U is in particularnormal since Uta I Uh Thus U itself is also diagonalizable
delUIdetu

w
A detI detfutuffdetutHdetUk deta fetal Idetut so Ideta1 1
what abouttheeigenvaluesof U If E is an eigenvectorwitheigenvalueX wefind

aunitary

1 121IT HIT c XI XI c UI UI cE Uta I sE c I I I Il f O
T w p

U XI I becauseeigenvectorsarenonzero

Thus 1,1
2
1 i e l X1 1 Thus if youremembercomplexnumbersandEuler's

formula X e ill for some Cee 0,2r

Again an application frommy research field quantummechanics There particles are described

by a socalled wave function 4 thatevolves in time i e wehave4TH where f timeF isan
element ofsomevectorspace whichisusually infinite dimensional Now1472isthe
totalprobability tofind a particle somewhere so it shouldalwaysbe one Thus the
timeevolutionof 4TH is describedby a unitarymatrix 4TH UHI4701 where4lol



is theinitial conditionBut4THshouldalsobesolutionto a linear firstorderequation
linearityisthereason for Schrodinger cat So idk4TH H4TH where It issome
matrixithis is calledthe Schrodingerequation Thesolutionshouldbe4TH eHtt4701

EctormatrixTato
so weshouldfindthat UH e iHt Thequestion isthenwhattypeofmatrixH makes

iHtthematrix e unitary Theansweris that theseare theHermitianmatrices

Amatrix U is mitay if andonly if it canbewritten as e it withHermitianH

Moreexamples in the exercises

Dl Orthogonalmatrices

Again wemightwant to specializeto matriceswithrealentries ie whenA AT

Definition Areal n xn matrix Q iscalled orthogonal if Q QT

So orthogonalmatrices are specialcasesof unitarymatrices similar tohowsymmetricmatrices
werespecialcasesof Hermitianones Sotheremarksfrom C stillapply

Inparticular wehave that DetQ 7 and all eigenvaluesequal 11

Note

One can show thatorthogonalmatrices exactly describe rotationsandreflectionsThisis
oneof thereasonsthatmakethemsointeresting

Theywillalsobeimportantformatrix decompositions aswewillseeshortly

Any real symmetricmatrix A isdiagonalizedby anorthogonalmatrix i.e A QTAQ
W

diagonalmatrix



This concludes our discussionof eigenvalueseigenvectors let memake one finalremark

We saw that diagonalizablematrices are verynice because A VAV One

question that we leftopenis what to do about matrices thatcannotbediagonalized

Is there some transformation thatmakessuchmatrices almostdiagonal Thereis
andit is called Jordan normalform

The general result is that anymatrix A can be writtenas A VJV
t where

is of theform
y µ ie withall eigenvalues with

k
k

theirmultiplicity on the diagonalandpossibly 1 s on the diagonalrightabove

With such J s one can stilldo a lot e g powersof A canstillbecomputed
relativelyeasily

But a more thorough discussionoftheJordannormalformisbeyond thescopeofthis
class



Summary of classesofmatrices

Note anyuxn matrixhas aJordannormalform

Any complex urn matrix

Diagonalizable matrices
s I v v s t UAVisdiagonal
linearlyindependenteigenvectors
salgmelt geommult

i i i

ii i

NoteTheoverlapof Hermitianandunitarymatrices areexactlytheHermitianmatriceswith
eigenvalues It



4 7 MatrixDecompositions
mum

Inthis chapter we consider usefulwayshow a matrix canbewrittenas a productofother
simplermatrices we already saw oneexample A V HV withA diagonal

4 7 1 LU Decomposition

let us consider a systemof n linearequationswith n unknowns

A I b where A is an urn matrixand b E IR

let us assumethat A is invertible detAt01 ie thereis a uniquesolution I A b

Last semesteryou sawhow to find solutions usingGaussianelimination Thiscouldbe
formulatedusing type I I II row operationswhichcouldberepresentedby
matrixmultiplicationwithinvertiblematrices I I Ts

Recall o T interchange tworows

Tz 4 multiply a rowby a constantX

y
X is on thelowerleftwhen a newaboveisaddedto
a lower row
Xis ontheupperright if a rowisaddedto ahigherone

Ts I row j qfd.gw.yuftipk.gg
onerow toanother

A
columni



eg f f Idb a Ibid Xfirstnowaddedto secondrow

f Y Edb fate btw X secondnowaddedtofirst row

I
Thenbringingthesystem A b into uppertriangularform forwardelimination l can be

writtenas MrMu M A I MrMa M b whereeach Mie I I T
M

uppertriangular
eachMiisoneoftheoperationsabou

Writing M MrMn M we have MAI MI
YucTmponentsuppertriangularmeans MAIj Ofor i j

If we forget about I and I for a moment we haveshown

u A mortianriar a ii tfhtaiiiiigsi.it to.to

But all type I I operations canbereversedweaningMn M andthusMare
invertible So

µ i

U Mr M A mi Mi U A l M U A1

Question Can we say anything
abouttheformof M t

Yesbut there is one subtlety concerninginterchanging rows Supposethenewsof A
are already ordered in sucha waythatonly type III operations areneeded to

bringAinto upper triangularform



Eg for A f a.brdie to we firstneedtointerchangevows 1and3i thenwe
canbringthematrixinto uppertriangularform

Recall that type matrices areof theform I I 1
Ln

I s onthediagonal X inWwjandcolumni
allotherentries0

Now Ts f can beeasilychecked

So Tj is lowertriangular And theproductof lowertriangularmatricesremains
lowertriangular

So M from above is lowertriangular

This is the Lk decomposition A L U with U uppertriangular L lowertriangular

Inorder to formulate this as a theorem wemighthaveto reordertherows first

Theorem LVDecomposition let Abe an invertible urn matrixThen we can

decompose PA LU where L is alowertriangularmatrix U is an upper

triangularmatrix and P is a matrix thatpermutes therows of A

Applicationsandexamples next time


